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1. Introduction  

The present document includes a comprehensive review of existing scientific results, 

intellectual property and commercial products in the area of MAVEN, completing the 

preliminary analysis already provided in sections B1.1 and B1.2 of the DoW. The review is 

performed for each of the seven tools which are foreseen in the project: 

1. Forensic tool #1 - Image source identification 

2. Forensic tool #2 -  Image integrity verification 

3. Forensic tool #3 - Video integrity verification 

4. Search tool #1 - Text localization and extraction 

5. Search tool #2 - Spoken keyword detection 

6. Search tool #3 - Face detection and recognition 

7. Search tool #4 - Object recognition 

The purpose of this analysis is to put all the technologies to be developed in MAVEN in 

their appropriate context, as a necessary step previous to perform a realistic and well-

focused specification of requirements. This document is organized as follows. 

¶ Section 2 describes the technical background of the technologies to be developed 

in the project, focusing on the scientific state of the art. 

¶ Section 3 is focused on the market analysis, competitors, potential customers and 

SWOT analysis for each of the results. 

¶ Finally, Section 4 provides a list of the public databases available for the 

development and testing of the tools in WPs 3, 4, 5, 6 and 7. 

 

2. Background Review  

In this section, the scientific state of the art for the different problems addressed in the 

Project MAVEN is analyzed. 

2.1. Image source identificatio n 

Image source identification aims at establishing a link between a digital image and the 

device that was used to capture it. Although this task can be considered at different levels 

of detail (e.g., determining the brand or the model of the originating camera), probably the 

most interesting analysis is the one that allows to bind an image to the specific physical 

device that captured it.  

There are two different families of techniques to approach this task: active methods and 

passive methods. In active methods some information is embedded, usually through image 

watermarking, within the image before publishing or transmitting it; this information will 

be recovered during the verification phase, using a watermark extractor. Passive methods, 
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instead, attempt to recover information about the digital history of the image only relying 

on traces that have been “involuntarily” left by processing operations the image has 

undergone, like acquisition, in-camera processing, JPEG compression and so on. While 

methods for digital image watermarking date back to the ‘80s, passive techniques have 

been only investigated more recently (say, in the last 6-7 years); this fact, together with 

the marked difference between the two families, suggest to treat them separately.  

2.1.1. Active te chniques for image source identification   

Digital image watermarking is about imperceptibly embedding a message into a digital 

image (called cover image), so that the message travels with the image and can be 

extracted by the addressee. The general idea behind watermarking is to consider each 

piece of media as a point in a multi-dimensional media space. With respect to a given 

watermark and piece of cover data, the human observer defines the region of acceptable 

distortion, that is the set of all points that a human will perceive as being acceptably close 

to the original cover media; the watermark detector, instead, defines the detection region, 

that is the set of all points that the watermark detector will categorize as containing the 

watermark. Ideally, the watermark embedder should output a signal that lies in the 

intersection of these two regions. 

 

Watermarking techniques have a long history, and a complete background analysis would 

take more than one book (see, [Barni2004] for instance). In the following we mention 

limited set of approaches, which are most relevant in the scope of the project. Invisible 

watermarking algorithms can be classified from different points of view, for example: 

¶ According to domain of watermark insertion: 
i) Spatial Domain Watermarking Techniques, where the embedding is 

performed at the pixel level; 
ii) Transform or Frequency Domain Techniques, where watermark is inserted in 

a transform domain (e.g. using Fourier transform or wavelet decomposition) 
¶ According to Watermark detection and extraction:  
i) Blind Watermarking, where the watermark must be read without access to the 

cover image; 
ii) Non-blind Watermarking, where the cover image is available at the detector 

end. 
¶ According to ability of watermark to resist attack:  
i) Robust Watermarking, where the watermark should persist in the media even 

after benign or malicious processing are applied to it; 
ii) Fragile Watermarking, where the watermark is disrupted by even slight 

amount of processing 
 

Within the scope of the present project, we can focus the analysis on techniques that are 

blind and robust. There are two main families of methods that have been investigated in 

this field:   
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1. Spread Spectrum watermarking, where each message (chosen from a fixed, limited 
set) is used to generate a random pattern that is embedded within the image, for 
example by adding it; the randomization depends on an secret key. The receiver, 
who knows the set of possible messages and the secret key, can extract the 
message by evaluating the correlation between the received signal and all possible 
patterns. This technique was introduced in [Cox97] and further developed by 
devising more advanced embedding techniques which take into account properties 
of the cover image so to adaptively modulate the watermark strength 
[Malvar2003]. Deep theoretical studies have been carried, also resorting to Game 
Theory, which led to the development of optimal embedding strategies under 
specific assumptions [Moulin2003].  
 

2. Informed Embedding watermarking, where the embedder exploits knowledge 
about the content so to devise an adaptive watermark. Among the first approaches 
within this family there are Quantization Index Modulation (QIM) codes, 
introduced by Chen and Wornell [Chen1999, Chen2001]. These schemes work by 
quantizing the cover signal using one among different quantization lattices, where 
each lattice is associated to a possible message. Resistance to noise corrupting the 
watermarked signal was improved using Spread-Transform Dither Modulation 
(STDM), distortion-compensated QIM schemes [Lin2000], rational-dither 
modulation [Perez2005]. 

Despite a variety of approaches and metrics have been used to evaluate performance of 

watermarking schemes, the unifying principle is that blind and robust schemes should 

produce a watermarked image which is perceptually close to the cover image and that is 

capable of maintaining the watermark even in presence of attacks (i.e., after the marked 

image has been processed). Perceptual fidelity can be evaluated with simple measures like 

Peak Signal-to-Noise Ratio (PSNR) or more complex and perceptual-related measures like 

the Structural SIMilarity (SSIM) [Wang2004]. As to robustness, the best way to measure 

performance is to attack the image and then measure the distance or the error rate 

between the extracted and the embedded message. Of course, the set of possible 

(sequences of) attacks is what makes the difference. The Stirmark benchmark introduced 

by Petitcolas et al [Petitcolas1998, Petitcolas2000], though dated, is still a widely accepted 

tool for robustness testing of image watermarking algorithms. 

2.1.2. Passive techniques for image source identification  

Passive image source identification is also known as image ballistic, since linking an image 

back to the device that captured it is conceptually similar to linking a bullet to the gun that 

fired it. Image ballistic task has been mainly approached relying on the photo response 

non uniformity (PRNU) noise that, being related to the construction of the CCD/CMOS 

sensor, is unique to each camera. Given a set of images (usually some tens at least) 

captured by a camera, the sensor noise can be estimated by averaging the noise 

component from each image [Fridrich2009].  

According to experiments in [Fridrich2009] this method is very reliable (accuracy over 

98% in experiments) also in presence of slight JPEG compression. However, performance 

depends on the quality of the estimated noise pattern, and textured images proved to be 
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more difficult to analyze. Most of the successive work in this area focuses on making the 

PRNU estimation more robust, especially in presence of out-camera processing following 

the acquisition. In [Amerini2010], different denoising filters are evaluated, that help to 

obtain a better estimate of the noise pattern. In [Chen2008], controlled camera-specific 

training data is used to obtain a maximum likelihood PRNU predictor. Robustness is 

further investigated in [Rosenfeld2009], where the task of PRNU identification after 

attacks of a nontechnical user is tested and in [Li2010, Li2012], where the extraction of 

PRNU is carried out by considering the presence of interpolation noise introduced by the 

colour filter array demosaicking algorithm.  

The algorithm has also been tested in realistic settings: in [Liu2010], the PRNU is 

estimated exclusively based on regions of high SNR between estimated PRNU and total 

noise residual to minimize the impact of high frequency image regions. Similarly, in 

[Li2009,Li2010b], the authors propose a scheme that attenuates strong PRNU components 

which are likely to have been affected by high frequency image components. In 

[Filler2008], a combination of features from the extracted footprint, including block 

covariance and image moments, are used for camera classification purposes. Since every 

author usually creates its own test set and also chooses specific post-processing 

operations, it is difficult to compare the performance of different versions of PRNU-based 

camera identification techniques.  

In [Goljan2010], the problem of complexity is investigated, since the complexity of 

footprint detection is proportional to the number of pixels in the image. The authors 

developed “digests” which allow for fast search algorithms to take place within large 

image databases without decreasing the accuracy. 

PRNU is not the only investigated method for source camera identification. In [Choi2006] 

and [Dirik2008], respectively, the inherent non-ideal properties of camera lenses and the 

dust patterns are exploited to achieve source identification. Nevertheless, the practical 

applicability of these methods seems not comparable to that of PRNU-based techniques: 

reported accuracy in [Chois2006] is around 90%, while in [Dirik2008] accuracy reaches 

95% on uncompressed and not processed images. 

 

2.2. Image integrity verification  

Determining the integrity of a digital image is considered one of the most important tasks 

in multimedia forensics. The basic idea shared by most tools is to analyze the 

imperceptible traces that are left in the image during its acquisition, coding and processing 

in order to detect inconsistencies that undermine the image credibility. 

Concerning acquisition based footprints (i.e., those that are introduced by the camera 

during capturing), some methods have been proposed that exploit artefacts introduced by 

the non-ideal characteristics of lenses: in [Johnson2006] the lateral chromatic aberration 

is analyzed so to detect anomalous behaviours throughout the image, and the method has 
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been adapted to mobile-phone cameras in [Van2007]. Also, the aforementioned PRNU 

noise can be used for integrity verification: provided that the reference noise pattern of 

the camera is available, the analyst can compute the correlation between the noise 

component of the image and the reference pattern so to localize regions with low 

correlation [Chen2008]. 

Switching to traces left by in-camera processing, Popescu and Farid firstly proposed to 

search for traces of interpolation that are due to the colour filter array demosaicking 

algorithm [Popescu2005]. Successively, Gallagher and Chen proposed to analyze 

properties introduced by CFA demoisaicking in the Fourier domain [Gallagher2008]. CFA 

interpolation has been further investigated also in [Ferrara2012], where absence of 

interpolation in only a part of the image is interpreted as a trace of tampering: this method 

allows generating a high resolution (up to 2x2 pixel blocks) probability map of forgery. 

The main drawback of CFA-based integrity verification methods is that they are extremely 

sensitive to JPEG compression, since it usually disrupts traces of interpolation. Other 

camera footprints have been considered, although with less emphasis in the research 

community: in [Lin2005b] the individual radiometric response of the camera in estimated 

from a single greyscale image, while inconsistencies in the estimated camera response 

function (CRF) are exploited in [Hsu2010] in order to detect splicing. 

Inconsistencies in traces introduced by out-camera processing have been considered as 

well. Popescu and Farid [Popescu2005b] proposed a method to detect periodic 

correlations introduced in the image by common resampling kernels that are used 

whenever the image is rescaled or rotated. Gallagher in [Gallagher2005] and Kirchner 

[Kirchner2008, Kirchner2009] further investigated this topic and opened to further 

developments [Prasad2006, Mahdian2007, Weimin2008, Dalgaard2010, 

Song2011].Another approach to resampling detection has been developed by Mahdian and 

Saic [Mahdian2008], that studied the periodic properties of the covariance structure of 

interpolated signals and their derivatives. Another new approach is presented by the same 

authors in [Mahdian2009] where the periodic patterns introduced in images by 

interpolation are detected using cyclostationarity analysis. 

A very important class of image integrity verification techniques is the one based on 

coding footprints, with a paramount emphasis on JPEG compression. As mentioned above, 

lossy JPEG compression tends to disrupt the subtle traces left by acquisition and in-camera 

processing (although the PRNU noise persists in the image for moderate compression 

strengths). On the other hand, JPEG coding introduces statistical footprints in its turn that 

have been extensively studied. Some works only aimed at revealing the presence of one or 

more lossy JPEG compression, and at estimating its parameters, but they do not target 

directly the integrity verification task. Another family of methods, instead, exploits the fact 

that most of the forged images are obtained by mixing together (cut-and-paste attack) two 

images and performing a final JPEG compression to store the result. If at least one of the 

two starting images was JPEG compressed, some pixels of the forgery will undergo a 

double JPEG compression. Depending on how the cut-and-paste is performed, there may 

be traces of aligned JPEG compression (when the 8x8 compression grids were aligned) or 

not-aligned JPEG compression (misaligned coding grids). In [Lukáš2003] Lukáš and 

http://www.hindawi.com/isrn/signal.processing/2013/496701/#B115
http://www.hindawi.com/isrn/signal.processing/2013/496701/#B116
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Fridrich observed that the presence of double-aligned JPEG compression introduces 

periodic artefacts into the histogram of DCT coefficients. Such an effect was further 

analyzed in [Popescu2004], and several improvements have been proposed [He2006, 

Pevny2008, Lin2009, Bianchi2011] to refine the analysis and obtain forgery localization 

maps with a fine-grained resolution of 8x8 pixels. Farid analyzed traces of double 

compression in the pixel domain, defining the so-called JPEG ghosts in [Farid2009]. 

Concerning not-aligned double JPEG compression, authors of [Luo2007] proposed to 

search in the pixel domain for the inconsistencies in blocking artefacts caused by grid-

misalignment; their approach was further refined in [Chen2008b]. Recently, Bianchi and 

Piva [Bianchi2011b, Bianchi2012] dealt with the problem in the DCT domain, by 

measuring how coefficients cluster around a given lattice for any possible grid shift. This 

approach has the advantage of not relying on classifiers (a simple threshold detector is 

used), and show improved results compared to [Luo2007, Chen2008]. In [Bianchi2011c] 

the same authors proposed a tampering localization algorithm that produces a probability 

map of forgery. Finally, in [Bianchi2012b] a forensic algorithm able to discriminate 

between original and forged regions in JPEG images was proposed, under the hypothesis 

that the tampered image presents a double JPEG compression, either aligned (A-DJPG) or 

nonaligned (NA- DJPG). Experiment showed that, defined as Q1 and Q2 and the quality 

factors of the first and the second compression, the proposed method is able to correctly 

identify traces of A-DJPG compression unless Q1 = Q2 or Q2 << Q1, whereas it is able to 

correctly identify traces of NA-DJPG compression whenever Q2 > Q1, and there is a 

sufficient percentage of doubly compressed blocks. 

Since most of the mentioned detectors use a decision threshold to reach a final decision 

about integrity of the analysed pixels, performance are usually evaluated using Receiver 

Operating Characteristic curves. These curves plot, for a given decision threshold, the 

resulting values for correct detection rate and false alarm rate. The area under such a 

curve is a good way to synthetically express the performance of a detector, with 1 being 

the best score (ideal detector) and 0.5 the worst score (random detector). State of the art 

methods described above usually behave well (AUC around 90%) under controlled 

scenarios, while performance dramatically decrease in realistic or uncontrolled 

environments (AUCs around 70%). The lack of a common reference database makes it 

difficult to compare different methods. On the other hand, this kind of databases are not 

easy to develop in this field, where each detector is usually based on a very specific 

footprint, that is left by a limited and narrow set of processing operations. 

2.2.1. Detection of copy -move attacks  

One specific yet important case of manipulation is the so-called copy-move attack, where 

the forger replicates part of an image into the image itself, e.g. for hiding or reproducing an 

object. Since the copied parts are from the same image, some components (e.g., noise and 

colour) will be compatible with the rest of the image, so that this kind of attack is not 

detectable using forensic methods that look for incompatibilities in statistical measures. A 

block matching procedure was presented by Fridrich et al. in [Fridrich2003], which 

inspired the development of several other works in this direction. While in [Fridrich2003] 
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each block is described by the block discrete cosine transform (DCT) coefficients, in 

[Luo2006] colour-related features are used, and in [Popescu2004b] Popescu and Farid 

propose to use a principal component analysis of pixels to achieve a more compact 

representation of each block which speeds up search. Later, Bayram et al. [Bayram2009] 

introduced the use of Fourier-Mellin transform (FMT) as block signature, since FMT is 

invariant to rotation and scaling. Wu et al. [Wu2010] recently proposed the use of Log-

Polar Fourier transform as signature to yield invariance to rotation and scaling. 

Hailing et al. introduced a completely different approach [Hailing2008], which is based on 

scale-invariant feature transform (SIFT) local features. The basic concept is to use SIFT 

descriptors to find matching regions within the same image. The idea of using SIFT has 

been later exploited in [Amerini2010b, Pan2010]. 

Finally, Barnes at al. [Barnes2010] proposed to use a generalized version of the patch-

match algorithm in order to detect cloned regions. While being less robust to variations of 

the pasted region, this method can potentially detect the presence of in painted regions 

(being the in painting operation typically based on patch-matching algorithms). 

In evaluating the performance of copy-move detection methods one should consider that 

their goal is to detect copy-moved regions but not to determine which one of the regions is 

the copy and which is the “original”. Moreover, performance strongly depends on the set 

of allowed transformation applied to the copied region before and after pasting it: for 

example, simple block-matching methods like those in [Fridrich2003, Popescu2004b] 

perform very well (pixel classification accuracy near to 90%) when the region is simply 

copied, while they are no longer useful when the region is somehow transformed (e.g. by 

scaling or rotating it). In such cases, accuracies around 90% are still achievable by using 

methods based on invariant descriptors [Pan2010, Amerini2010b], at least for limited 

strengths of lossy compression. 

2.2.2. Decision fusion techniques for image forensics  

As it emerged from the above description, there is a variety of footprints that are used to 

detect image manipulations, and each of these footprints is left by a specific kind of 

processing. As a consequence, most manipulated images will typically exhibit only a 

restricted set of the possible footprints, so that a rigorous analysis should rely on more 

than one forensic tool. The problem of fusing together the analysis of several image 

forensic tools have been faced at three levels: the feature level, where a subset of the 

features extracted by the tools is selected and used to train a global classifier [Hsu2008b, 

Hu2009, Chetty2010]; the measurement level, where the soft outputs from tools are fused 

[Barni2012, Fontani2013], and the abstract level, where the binary decisions are 

combined together.  

The main drawback of feature-level fusion is the difficulty of handling cases involving a 

large number of features, and the difficulty to define a general approach to feature 

selection. Working at the other extreme, the abstract level, suffers from the 

complementary problem: lots of information is discarded when outputs are threshold, so 
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the discrimination power of the various tools is not fully exploited. Methods at the 

measurement level may offer an acceptable trade-off between scalability and information 

granularity. This kind of approach has been recently investigated exploiting Fuzzy Theory 

[Barni2012] and Dempster-Shafer Theory of Evidence [Fontani2013]. Also, methods based 

on Support Vector Machines proved to be a valid option, according to experiments in 

[Fontani2013]. Lately, the benefits of including background information into the analysis 

have been evaluated [Fontani2013b]: it emerged that the forensic analyst can improve 

performance by more than 10% by including information about observable parameters 

that influence the performance of tools (e.g., the average value of analyzed pixels, or the 

strength of the JPEG compression undergone by the image). 

 

2.3. Video integrity verification  

Digital videos (DVs) are widely used for security purposes nowadays, and there is an 

increasing interest in methods for verifying their integrity. Unfortunately this task proves 

to be much harder than for images, principally due to: the high amount of stored data, the 

strong compression that is usually applied and the typically low resolution of single 

frames. 

Since DVs are always compressed during their acquisition, a forged video is usually 

obtained by first decoding the original file, then applying the modifications and finally re-

encoding the resulting frames. Between the two encodings, two different kind of 

manipulations are possible: intra-frame (“spatial”) and inter-frame (“temporal”). Being 

very different, these two cases are treated separately in the following. 

2.3.1. Detection of intra -frame manipulations  

In intra-frame manipulations, the forger edits the pixels of frames, e.g. to introduce or 

remove an object from the video. As a first attempt, one may try to apply methods for 

image integrity verification to single frames: this is actually the approach pursued in 

[Wang2009b, Labartino2013], where the double quantization of intra-frames in MPEG-2 is 

exploited. While the method in [Wang2009b] only works on M-JPEG coded videos, the one 

in [Labartino2013] can handle predictive-coded videos, although manipulations can be 

detected only in frames that have been coded without prediction. Concerning acquisition 

footprints, Kobayashi proposed to use inconsistencies in the camcorder noise level 

function to detect frame splicing in static scenes [Kobayashi2010], while the PRNU 

associated to the camcorder sensor is exploited in [Hsu2008]. Unfortunately, these 

approaches typically yield much lower performance in video than their counterparts for 

images, due to the strong and predictive compression undergone by frames. Moreover, 

strong assumptions are needed like having a static background, or knowing the exact 

quantization function used by the encoder. 

In [Wang2007] traces left by de-interlacing and frame interpolation algorithms are used to 

localize splicing within a frame, while in [Zhang2009] traces left by video in painting 
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operations are detected exploiting the “ghost shadow” artefact, but the analysis is limited 

to scenes with a static background. 

Like for images, copy-move forgeries are among the simplest to perform in DVs: the user 

selects part of a frame and copies it either within the same frame or in the same position of 

another frame. In [Wang2007b] a method is presented to detect this kind of attack, 

basically by extending the approaches developed for digital images. Very recently, 

Bestagini et al. proposed a more efficient way to detect this kind of manipulation, based on 

examining the residual error between adjacent frames [Bestagini2013]. 

2.3.2. Detection of inter -frame manipulations  

Inter-frame manipulations are obtained by deleting, replicating or adding a group of 

frames. As such, they do not leave inconsistencies within single frames, and must be 

studied with a temporal analysis that takes into account information coming from multiple 

frames. The most promising footprint left by inter-frame modifications seems to be the 

desynchronization occurring between the structure of the Group Of Picture (GOP) of the 

first and second encoding. This was firstly exploited in [Wang2006], where periodic 

variations in the total magnitude of frame prediction error are detected, so to expose 

frame removal. A similar approach was investigated in [Su2009]. Recently, authors of 

[Stamm2012] further improved this method, relaxing some of the constraints that were 

imposed in the original work. These approaches can detect removal of even one single 

frame, but their performance under different compression settings have not been studied 

clearly (e.g., checking how the reliability changes in presence of a strong final 

compression). Still exploiting GOP desynchronization, authors of [Vazquez12] introduced 

the Variation of Prediction Footprint (VPF) as a tool for detecting double video encoding 

and estimating the size of the previous GOP. Although the work in [Vazquez12] targets 

only double encoding detection, authors suggest a way to exploit the VPF for video 

integrity verification. Compared to other methods, the VPF-based approach has the 

advantage of being applicable even when different codec are used for the first and second 

encoding (a scenario that has not been investigated by other authors), also with different 

encoding settings (e.g. VBR vs. CBR); furthermore, the VPF remains detectable even when 

the last compression is rather strong. 

 

2.4. Text localization  and extraction  

2.4.1. Text localization  

The objective of Text Localization is to obtain a rough estimation of the text areas in the 

image, in terms of bounding boxes that correspond to parts of text (words or text lines). 

Recent reviews [Jung2004] [Zhang2013] point out that most of the systems can be roughly 

categorized into four groups: edge based, texture based, connected component based and 

stroke based. However, according to Zhang et al. [Zhang2013], there is no single method to 

satisfy all cases since texts vary a lot in fonts, sizes, illumination, blur, distortion, 
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occlusions, etc. To deal with such variations, recent systems exploit a combination of the 

above approaches.  

We have focused on recent methods whose performance in text localization is close to 

70% on ICDAR database (MAVEN target figure): 

ID on ICDAR 2013  F1-Score Method  Reference 

USTB_TexStar 75.89 % Hierarchical structure of MSERs is used to 
extract character candidates. Character 
candidates are merged to form text regions 
using a single-link clustering algorithm. 
Finally, non-text and text classifiers are 
sequentially applied to get final text 
regions. 

Yin2013 

TextSpotter  74.49 % TextSpotter is an unconstrained real-time 
end-to-end text localization and recognition 
method. The real-time performance is 
achieved by posing the character detection 
problem as an efficient sequential selection 
from the set of Extremal Regions (ERs). ERs 
are grouped into word regions which are 
recognized using an approximate nearest-
neighbour classifier operating on a coarse 
Gaussian scale-space pyramid. A demo of 
the software is available online: 
http://www.textspotter.org 

Neumann2013 
 
 
Neumann2012 
 
 

UMD_IntegratedDis
rimination  

73.33 % The authors propose an approach to scene 
text detection that leverages both the 
appearance and consensus of connected 
components. Component appearance is 
modelled with an SVM based dictionary 
classifier and the component consensus is 
represented with colour and spatial layout 
features. Responses of the dictionary 
classifier are integrated with the consensus 
features into a discriminative model, where 
the importance of features is determined 
using a text level training procedure. In text 
detection, hypotheses are generated on 
component pairs and an iterative extension 
procedure is used to aggregate hypotheses 
into text objects. In the detection 
procedure, the discriminative model is used 
to perform classification as well as control 
the extension. 

Ye2013 

CASIA_NLPR 73.18 % Using gradient local correlation, authors 
can characterize the density of pairwise 
edges and stroke width consistency to get a 
text confidence map. Based on the text 
confidence map, the regions with high 
confidence are segmented into connected 
components (CCs) based on a fast semi-
supervised method. Then, CCs are classified 
to text CCs and non-text CCs by SVM, and 
text CCs with similar color and stroke width 

[Not published] 
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are grouped into text lines, which are in 
turn partitioned into final result. 

Text_detector_CASI
A 

72.16 % Authors propose a robust text detection 
algorithm, in which Maximally Stable 
Extremal Regions (MSER) are used as the 
candidate character components, and tree-
structured character models (TSM) are 
used to search the missing characters and 
eliminate the false positives. First, two 
kinds of MSERs, dark-on-light and light-on-
dark ones, are detected. Too large or small 
regions which are obviously non-text ones 
are eliminated at this stage. The following 
process is applicable for both kinds of 
MSERs. Then, for each kind of MSER, 
authors use a region based classifier to 
exclude some non-text MSERs and the left 
text candidates are grouped into text lines 
according to the position, size and colour of 
each MSER. Next, to eliminate the false 
positives and also search the missing 
characters, they apply the TSM on each 
candidate text region. On one hand, if the 
detection scores of the TSM are too low, the 
region would be eliminated. On the other 
hand, if the detection scores of the TSM on 
the region are higher than a certain value, 
the region is enlarged and the TSM is 
applied to search possible missing 
characters. Finally, the text lines are 
partitioned into words and results from the 
two kinds of MSERS are merged.  

Shi2013 
Shi2013b 

I2R_NUS_FAR 71.91 % This method builds upon I2R_NUS by 
further reducing false alarms through a 
machine learning approach. 
(see below) 

[Not published] 

I2R_NUS 69.21 % This method makes use of perceptual 
saliency of texts in scenes/born digital 
images. In particular, four text-specific 
saliency features are designed that are 
consistently accompanied with texts in 
scene/web images. Combined with the text 
layout information, the saliency features 
are integrated to classify text and non-text 
objects accurately. After text localization, 
text boundary is extracted to get the binary 
text images. 

[Not published] 

 
Table 1: main methods for text localization 
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2.4.2. Text Recognition  

The purpose of Text Recognition is to transform text images (or previously localized 

blocks) into plain text. A Text Recognition system typically works according to the 

following steps [Trier 1996] : 

1. Pre-processing : 

 Binarization (e.g. thresholding) using a global or a locally adaptive method. A 

first group uses a fixed threshold for a given image [Otsu1979]. These methods 

work well when the text occupies a large part of the picture and is well 

contrasted from background. The latter group uses local thresholds and can 

handle illumination and text colour variations better [Sauvola 2000], however 

they are more sensitive to the choice of the parameters (e.g. the character 

scale). 

 Segmentation: textual binary image is decomposed into lines, words and then 

character segments. 

 Conversion (optional): in some cases character images are transformed into 

another representation (e.g. skeleton or contour curve) 

2. Feature extraction : a set of characteristic measures is generated for each 

segment. The extracted features must be invariant to the expected distortions and 

variations that the characters may have in a specific application [Trier 1996]. 

Usually, character's features can be divided into:   

 Global or statistical features: features obtained from the arrangement of points 

constituting the character matrix. These features are not affected too much by 

noise or distortions as compared to topological features. Examples of these 

features are: moments, projection histograms, direction histograms11, n-

tuples, crossings and distances. 

 Structural or topological features: these features are related to the geometry of 

the character. Some of these features are concavities and convexities in the 

characters, number of end points, no of holes in the characters etc.  

3. Recognition : different classifiers have been considered so far in literature, like 

Neural Networks [Bissacco 2013], Support Vector Machines [Neumann 2010], 

Markov models [Weinman 2008] and Multiple Classifier Systems. 

4. Post-processing or contextual verification : the output of the OCR system 

generally contains errors, which can be partially corrected in a post-processing 

phase, through a language specific lexicon or a more sophisticated linguistic 

analysis [Bissacco 2013].  
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Commercially and open-source OCR systems are designed primarily for document images 

such as those from a flatbed scanner, and perform poorly on general imagery [Bissacco 

2013]. They typically employ simple thresholding operation as first pre-processing stage 

[Otsu1979]. Text taken from natural images and videos represents a challenge for 

traditional optical character recognition (OCR) systems for several reasons. There may be 

far greater variation in terms of the number of fonts used and their variability within 

sections of text. In addition, the text in images has often come from a three dimensional 

surface, giving rise to a variation in viewing angles along with clutter and occlusion not 

generally found in documents. Also more document-like text that suffers from blur, low 

resolution or other degradations which are common in smartphone imagery and 

sometimes in captions. 

Design of a complete OCR system for natural images is a complex task, and as such there 

are relatively few examples in the literature. Many publications address sub-tasks such as 

text detection and isolated character classification. Sometimes, application papers perform 

text localization and pre-processing before applying a standard OCR engine (commercial 

or open-source) designed for printed documents [Chen 2004, Milyaev 2013, Kumar 2013], 

to the aim of reducing the developing effort of a specific OCR engine without 

compromising accuracy. However, in the case of skewed or curved words, standard OCR 

engines cannot perform well without specific pre-processing.  

In the last years several methods has been proposed for the character recognition in 

natural images. In order to compare these approaches the ICDAR's Robust Reading 

Competition [ICDAR 2013] proposed a specific challenge (Challenge 2 - Task 3) and corpus 

(MAVEN target figure). The main results on ICDAR 2013 corpus has been reported, with a 

brief description of the approach, in the subsequent table. 

Text Recognition results on ICDAR 2013 corpus (Natural scenes)  

Method  WER Description  

PhotoOCR 
[Bissacco 2013] 

82.8 Classical over-segmentation and beam search architecture is used. A deep 
neural network serves as the character classifier, whereas character-
ngrams are sued for language modelling. Top hypothesis from the beam 
search are re-ranked using a word-ngram model. 
The classifier is trained on up to 2 million manually labelled examples, 
while the language model is learned on a corpus of more than a trillion 
tokens.  

NESP  
[Kumar 2013] 

64.2 Fischer discrimination factor is calculated for various colour-planes with 
different power-law values. The plane with maximum discrimination 
value is selected for binarization. 
Nuance Omnipage1 is used for word recognition from the binarized 
image. 
The method does not use any lexicon as a part of post-processing phase. 

PLT 
[Kumar 2012a] 

62.4 The gray scale is enhanced by applying power-law transform. Enhanced 
gray scale image is segmented using Otsu's threshold. Omnipage is used 
as OCR engine. 

MAPS 
[Kumar 2012b] 

62.7 A local window based min-max thresholding criteria incorporating means 
and variances of thus generated foreground/background regions are 
used. Omnipage is used as OCR engine. 

                                                             
1  Nuance OmniPage: http://www.nuance.com  

http://www.nuance.com/
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PicRead 
[Tatiana 2012] 

58.0 Word recognition is performed in a unified probabilistic framework using 
MAP inference based on weighted finite state transducers. The model 
enforces both the language consistency, and the consistency of the 
attributes of letters that constitute a word. 

PIONEER 
[Weinman 2008] 
[Weinman 2013] 
 

53.7 Each word image is over-segmented and logistic regression is used to 
classify text components. Polynomials fit to the tops and bottoms of 
binarized characters are normalized to a a horizontal, linear orientation 
with a thin-plate spline. A discriminative semi-Markov model jointly 
segments and recognizes characters in the normalized image using 
steerable pyramid features, character bi-grams, and a large lexicon. 

Feild’s Method                48.0 A regression based text segmentation technique is used to segment text 
from background. Word recognition is performed using a Conditional 
Random Field followed by a language model trained from 13 million 
words. 

Baseline 45.3 Abby OCR SDK 2(version 10) with factory default parameters. 

 
Table 2: main methods for text recognition 

 

From these results we can notice that the best approach (PhotoOCR by Google Inc.) was 

able to correctly recognize over 82% of the words, which is double than the performance 

achieved by the best approach of ICDAR 2011 competition (41%). While the second 

approach has been able to reach acceptable performances (above 60%) by simply using a 

standard OCR engine with a specific pre-processing procedure. 

We report in the subsequent tables older results obtained on the ICDAR 2011 corpus. 

Text Recognition results on ICDAR 2011 corpus (Natural scenes)  

Method  WER 

NESP  [Kumar 2013] 72.8 

MAPS [Kumar 2012b] 71.6 

[Milyaev 2013] 60.3 

TH-OCR System [Liu 2005] 41 

KAIST AIPR System [Lee 2010] 36 

[Neumann 2010] 33 

 
Table 3: text recognition results on ICDAR 2011 corpus (natural scenes) 

 

2.5. Spoken keyword detection  

Originally, research in spoken keyword detection has been developed in parallel to 

Automatic Speech Recognition (ASR). Like ASR, keyword detection was first addressed 

with systems based on Dynamic Time Warping (DTW) [Bridle1973, Higgins1985]. Next, 

approaches based on discrete density Hidden Markov Models (HMM) [Kawabata1988], 

                                                             
2  Abby Fine Reader: http://finereader.abbyy.com  

http://finereader.abbyy.com/
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and finally on continuous HMMs [Rabiner1993] were introduced. This is now the most 

widely used approach for both ASR and spoken keyword detection. 

Another technique used in both ASR and keyword detection is Parallel Model Combination 

(PMC), which is specifically designed with the purpose of modelling the effects of additive 

noise and is useful in scenarios where the statistics of the noise are known. It aims at 

combining the HMMs for the clean speech and the noise to obtain a HMM for the corrupted 

speech. PMC can also be used to detect keywords while other environmental sounds are 

present. One example of application is digit recognition in noisy soccer audio 

[Longton2008], resulting in a maximum Word Error Rate (WER) enhancement of 2.7% 

absolute from the baseline. 

In tonal languages such as Chinese or Thai there are different tones that, in addition, can 

change completely the meaning of a word. So, for optimal word recognition in these 

languages, it is necessary to include a tone detector, as in the work by Chaiwongsai et al. 

[Chaiwongsai2008] for keyword detection. The maximum enhancement in the WER with 

respect to not considering the tone in a set of Thai utterances is 10.75%. 

There are also discriminative-based approaches for keyword detection, divided into two 

main groups: neural networks-based techniques [Li1992], and large-margin-based 

approaches [Tabibian2011]. The applications of these models are similar to those based in 

HMMs and include audio data mining, audio indexing, detection of command words in 

interactive environments and spoken password verification. The performance of these 

models is comparable to those based on HMMs or even better [Fernandez2007]. 

The following table shows the performance indicators of the most relevant cited works: 

WORK PERFORMANCE 

INDICATOR 

VALUE 

[Higgins1985] Pd/Pfa  82%/8% 
[Longton2008] WER 16.3% 
[Chaiwongsai2008] Accuracy 86% 
[Tabibian2011] FOM 86,27% 
[Fernandez2007] Accuracy 86.45% 
 

Table 4: performance of the main methods for keyword detection 

 

Given the comparable performance levels shown by the generative and discriminative 

approaches, and the lower complexity shown by the former, HMM-based approaches seem 

to be the most appropriate for designing a keyword detection system. In the following 

subsection, HMM-based keyword detection approaches are described. 
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2.5.1. HMM-systems for keyword detection  

Regarding the methodologies used to detect spoken words in HMM-based systems, the 

most successful approaches use different variants of the HMM topology shown in Figure 1. 

 

Figure 1: Keyword-Filler network used in most of the HMM-based keyword detection systems. 

 

Keywords are modelled using a left-to-right HMM, and a filler network is used to model 

the non-keyword speech. When a keyword KWj is present in the analyzed speech, the 

sequence of decoded states includes the model KWj, and the score for that keyword is the 

duration-normalized log likelihood. 

Different approaches are used to build both the filler and the keyword networks, but the 

most successful use different acoustic units (hemiphonemes, phoneme, diphonemes, 

triphonemes) to model them. Besides, keyword log likelihood scores exhibit variability in 

time [Rose1990], so a likelihood ratio scoring is usually adopted, using the scheme shown 

in Figure 2. 

The Background network is usually built using the same HMMs used for building the filler 

network, so the log likelihood ratio shows how likely is the keyword to appear in speech 

comparing it to the most likely decoded sequence, decoded by the background network. 

Figure 2: Log likelihood ratio scoring in HMM-based keyword detection systems. 
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2.6. Face detection and recognition  

2.6.1. Face Detection 

Due to the relevance of faces in human behaviour, many applications have appeared in the 

last years that require its automatic detection in images. The first automatic face detector 

in images capable of working in real-time was the Viola&Jones detector [Viola2001a]. The 

system used Haar-like features as image descriptors and AdaBoost algorithm to train the 

detector. Since then, many works have been proposed using Haar-like features while 

modifying only the classification algorithm. Viola and Jones [Viola2001b] proposed to use 

Asymmetric AdaBoost classifier, with perceptrons as weak classifiers. Heyden 

[Heyden2002] proposed the use of another version of AdaBoost algorithm, called 

FloatBoost, with detector-pyramid architecture. Jones and Viola [Jones2003] used a 

decision tree for multi-view face detection. Wu et al. [Wu2004] used the Real AdaBoost 

algorithm for classification. Huang et al. [Huang2005] used a combination of Wide First 

Search (WFS) architecture and VectorBoost algorithm. Lin and Liu [Lin2005] used the 

Multi-class Bhattacharyya boosting (MBHBoost) algorithm for multiclass classification by 

separating the binary problem (detection vs. not detection) into different sub problems. 

Brubaker et al. [Brubaker2008] used Haar-like features and AdaBoost algorithm, but they 

added some steps to the boosting so the working point of the weak classifiers is 

automatically set, depending on the target false and true positive ratios given to the 

training system. Wu et al. [Wu2008] tested different feature selection methods as Forward 

Feature Selection (FFS), AdaBoost and AsymmetricBoost, and combined them with Linear 

Asymmetric Classifier (LAC) and Fisher Discriminant Analysis (FDA) for classification. 

Some other publications used also Haar-like features but adding modifications to those 

used by the Viola&Jones detector. Lienhart and Maydt [Lienhart2002] added the 45º 

degrees rotated Haar features. Jones and Viola [Jones2003] added also some diagonal Har-

like features, and Lienhart et al. [Lienhart2003] added some rotated Haar-like features 

too. Mita et al. [Mita2005] presented the Joint Haar-like features, and Brubaker et al. 

[Brubaker2008] added the histogram of the Haar-like features. 

But not only Haar-like features have been used. Jin et al. [Jin2004] introduced the 

Improved LBP image descriptor. Levi and Weiss [Levi2004] used the Edge Orientation 

Histograms (EOH). Waring and Liu [Waring 2005] tested the spectral histograms. Tuzel et 

al. [Tuzel2006] used the region covariance, and Pham and Cham [Pham2007] applied 

Principal Component analysis to the gradient image. Zhang et al. [Zhang2007] introduced 

the Multi-block LBP (MBLBP). Wang et al. [Wang2009] combined Histogram of Oriented 

Gradients and LBP. Li et al. [Li2011] proposed to use SURF (Speeded Up Robust Feature) 

descriptor. Liao et al. [Liao2012] used the Normalized Pixel Difference and Ruiz-

Hernández et al. [Ruiz-Hernandez2012] the Gaussian derivatives. 

Besides the Boosting schemes used for classification (AdaBoost [Viola2001a, 

Lienhart2002, Levi2004, Mita2005, Brubaker2008, Li2011, Liao2012], RealBoost 
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[Lienhart2003, Wu2004], VectorBoost [Huang2005], GentleBoost [Lienhart2003], 

FloatBoost [Heyden2002], AsymmetricBoost [Viola2001b, Masnadi-Shirazi2007, 

Pham2007], and MBHBoost [Lin2005]),  other classifiers were also exploited: Support 

Vector Machines (SVM) [Waring2005], bayesian [Jin2004], k Nearest Neighbours (kNN) 

[Tuzel2006], decision trees [Jones2003], LCA [Wu2008], FDA [Wu2008]. 

The following table summarizes the results of some of the most relevant cited works: 

Work  TP FP Test database 

[Viola2001a] 55% 500 FDDB 
[Li2011] 75% 500 FDDB 
[Liao2012] 80% 500 FDDB 

 
Table 5: performance of the main methods for face detection 

 

2.6.2. Face Recognition 

The face is perhaps the most accepted biometric as it is the main vehicle through which 

human beings recognize each other. Several algorithms for the automatic identification, 

both academic and industrial, are already available and some of them are very promising. 

However, it was widely shown that these high levels of performance are possible only if 

the environmental conditions are strongly controlled. As a matter of fact, the face is 

subject to considerable variability as a function of the ambient light, the expression of the 

subject being filmed, the head pose, the background (Fig. 1). Therefore, it is necessary to 

precisely define the context within which such biometrics will be used, in order to 

correctly assess the expected performance. 

Face [Turk1991] is the biometric trait with which every human beings recognize their 

own kind, even individuals characterized by strong resemblance. Compared to 

fingerprints, it is impossible to extract features with a discriminating power so strong, that 

we can authenticate a person's face with the same accuracy in terms of false acceptance 

(FAR) and false rejection rates (FRR) [Jain2007]. The first measurements that we can use 

to discriminate one face from another one, are related to the distances between 

appropriate reference points, such as eyes, nose and mouth. How to translate this 

information in an effective recognition algorithm is still a subject of study in the academic 

and industrial sectors, but there are several interesting achievements in both sectors 

[Wiskott1997]. 
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Figure 3: Facial images examples of different subjects taken under controlled and uncontrolled environmental 
conditions, where there is an evident dependence on exposure control, pose, and expression. Note that even in 
a controlled environment, the exposure affects the colours returned by the camera, thus introducing a certain 

variability of the characteristics of the face (especially as regards to colours)  

 

Two phases characterize the process of the facial recognition: (1) the face localization and 

(2) the actual authentication. The location of the face is a problem in itself, because the 

face can be taken in different lighting conditions, poses. In addition, the background can be 

very varied. However the face location is still an unsolved problem and should be designed 

in close consideration of the context within which the system must operate, even if the 

state-of-the-art presents several contributions, as also explained in the previous Sections 

of this technical report. In other words, at present it is difficult to design a system for the 

recognition of the face in an uncontrolled environment, and in this case, however, a 

dramatic performance decay should be taken for granted. On the other hand, it is possible 

to obtain reasonable performance by setting in a very precise way the boundary 

conditions in which the system must operate: lighting, poses, background, average 

distance from the camera to capture (Fig. 1). 

Literature reports several algorithms for the automatic identification of the face. We can 

divide these approaches into two groups: those based on automatic extraction of 

discriminatory measurements and those that describe the face by a grid through which 

"drive" the extraction of discriminatory measurements. The standard procedure for the 

methods of the first group is to derive the facial features from an appropriate linear 

combination of their pixel values according to some kind of processing of the “face” space. 

In other words, the basic feature set is the grey-level values of the facial image. In this case, 

is not considered any a priori knowledge on the face (eg. position of the eyes, nose, etc. is 

not taken into account explicitly but only used to “normalize” the face by imposing, for 

example, the same inter-ocular distance for all images). Examples of these algorithms are 

the Principal Component Analysis (PCA) or Linear Discriminant Analysis (LDA) 

[Yang2002]. These methods are referred to as “appearance-based”. 
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Figure 2. Example of a face description through a reticle based on characteristic points. 

 

The second group of methods fixes some characteristic points of the face and, based on 

these points, a reticle is constructed [Yang2002]. Each line joining two points is described 

through measures of distance of these points, while an extraction of discriminatory 

measures is carried out in correspondence of each point. An example of this approach is 

provided in Figure 2. 

In both cases, the methods have clear drawbacks: in the first case, the avoidance of a priori 

information on the face geometry could lead to loss of other discriminatory measures; in 

the second case, the reticle (also called “bunch graph”) is difficult to compute since the 

automatic location of the characteristic points (“landmarks”) is extremely complex and 

subject to the image noise, as is the case of fingerprints minutiae. Regarding the face, such 

localization is made even more complex by the fact that the actual definition of these 

characteristic points is not unique and it is hard to describe for an automatic algorithm. 

Generally speaking, face recognition is complicated by the enormous variability of lighting 

conditions, pose and expression of the subject. However, the variability of at least two out 

of three of these factors, the lighting and the pose, can be reduced with appropriate pre-

processing steps [Jain2005]. Given the above mentioned disadvantages, it should be noted 

that the face acquisition does not need special hardware. A good camera can be enough, or 

even a webcam in the case of highly controlled environments. Moreover, the acquisition is 

non-intrusive, since the subject does not have to touch anything or, in uncontrolled 

environments, someway  cooperate. These advantages make the face biometry interesting 

and not overly stressful because of the low co-operation requested to the user. 

With respect to the categorization we gave above about face recognition approaches, the 

first important paper on face recognition is that of Kirby and Sirovich which propose an 

appearance-based method. They used Principal Component Analysis (PCA) for the faces 

representation [Sirovich1987, Kirby1990]. The eigenfaces concept was further developed 

by Turk and Pentland [Turk1991]. 

Since then, hundreds of papers on face recognition have been published. Trying to reduce 

variation in lighting direction and facial expression, in 1997 Belhumeur et al. proposed a 

method based on Fisher's Linear Discriminant Analysis (LDA) introducing the Fisherfaces 
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[Belhumeur1997]. Bartlett et al. introduced the use of the Independent Component 

Analysis (ICA), a generalization of PCA [Bartlett1998]. Later, some modifications to those 

original algorithms were introduced: 2DPCA [Yang2004] and 2DLDA [Ming2005] are 

based on 2D image matrices rather than 1D vectors so the image matrix does not need to 

be transformed into a vector prior to feature extraction. Kernel PCA [Kim2002] and kernel 

LDA [Yang2002] try to make the data separable by mapping the original data into a high-

dimensional space. These nonlinear subspace methods use nonlinear transforms to 

convert a face image into a feature vector in a discriminative feature space. 

The second group of methods is based on the local feature analysis of facial images. The 

most commonly used is the Elastic Bunch Graph Matching (EBGM), by Wiskott et al. 

[Wiskott1997]; several landmarks are located into faces images and a graph-based 

structure is extracted. Matching between two graphs is done by an ad hoc algorithm called 

“elastic graph matching”. Some of the most successful algorithms work with local 

appearance-based features extracted using appropriate image filters. Ahonen et al. divided 

the face area into small regions around pre-set landmarks (method can be used by simply 

applying a grid over the face image) from which Local Binary Pattern (LBP) histograms are 

extracted and concatenated into a single, spatially enhanced feature histogram 

[Ahonen2004]. Scale Invariant Feature Transform (SIFT) is a method to extract distinctive 

invariant features, originally devised for object recognition, and successfully applied in 

face recognition by Bicego et al. [Bicego2006] and Kisku et al. [Kisku2007]. 

One of the major challenges in face recognition is to find pose robust methods. These 

methods usually require some 3D model. Dong et al. [Dong2013] build a 3D deformable 

model, proposed a fast 3D model fitting algorithm to estimate the face image pose and 

combined an holistic pose transformation and local Gabor filtering to extract the features. 

A profile based face recognition technique was developed by Kakadiaris et al. 

[Kakadiaris2008] acquiring a gallery of 3D face models and the corresponding planar 

profiles extracted and used as probes. 

Performance of the face recognition systems must be evaluated differently for face 

identification (1:N face recognition) and verification (1:1 face recognition). tasks.  The 

most used performance indicator in closed set face identification is the “rank N correct 

identification rate” (% of correct identifications within the first N candidates). In open set 

face identification, a threshold must be set to discard imposters, and therefore the 

identification rate is measured in combination with False Acceptance Rate (FAR). State-of-

the- art systems achieve 85% rank 1 identification rate in FRGC3 Experiment 4. 

In face verification, False Acceptance Rate (FAR) and False Rejection Rate (FRR) are the 

most used performance indicators, plot in Receiver Operating Characteristics (ROC) 

curves. State-of-the-art systems achieve a FRR around 2% at FAR=0.1% in FRGC 

Experiment 1. 

                                                             
3 Face Recognition Grand Challenge - http://www.nist.gov/itl/iad/ig/frgc.cfm 
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In MAVEN we will focus on more difficult scenarios than the one represented by FRGC 

Experiment 1, being FRGC Experiment 4 an appropriate choice (uncontrolled still 

imagery). Target performance in this benchmark will be FRR<20% @FAR=0.1%. 

 

2.7. Scene Categorization 

By “scene” we usually mean a place in which a human can act within, or a place to which a 

human being could navigate. Given the above definition, classify an arbitrary photograph 

according to the scene means describing what type of semantic scene it depicts. There is a 

plenty of application domain where scene classification and categorization functionalities 

are:  artificial vision (es. a robot trying to identify its surroundings), surveillance (to 

automatically detect suspicious activities within the surveilled area), geographic system 

(terrain classification both on the Earth and on the other planets), weather monitoring (to 

identify different classes of weather patterns), management of large libraries of digital 

images (indoor/outdoor, city/landscape), and so on.  

Scene categorization is a complex problem, because even scenes belonging to the same 

category might differ greatly in the distribution of colours, absolute position of regions, 

illumination, and viewing position. During the years, a number of different approaches 

have been proposed by the scientific community to solve it, which can be distinguished 

into two main families: scene-centred and object-centred. 

Scene-oriented algorithms estimate the structure of a scene image by the mean of global 

image features that are based on configurations of spatial scales without segmentation. 

The semantic category of most real-world scenes can be inferred from their spatial layout. 

On the contrary, object-centred algorithms extract salient parts of the image called 

primitives, determine which of these primitives are the “relevant” and what are the 

relationship between them. Finally, they identify scenes starting from the extracted image 

primitives. 

One of the first works on scene classification has been proposed by Gorkani and Picard 

[Gorkani1994]. They tried to discriminate between photos of city scenes and photos of 

landscape scenes by using a multi-scale steerable pyramid to find dominant orientations 

in 4x4 sub-blocks of the image. The image was classified as a city scene if enough sub-

blocks had strong dominant vertical orientation, or alternatively medium-strong vertical 

orientation and also horizontal orientation. Yiu [Yiu1996] used the same dominant 

orientation features and also colour information to classify indoor and outdoor scenes. She 

used Nearest-Neighbour and Support Vector Machine classifiers and shown that the 

former classifier is better at colour, the latter at dominant orientation. Instead of building 

a specific scene class detector, Lipson [Lipson1996] describes a general scene query 

approach. Scenes are described by graphs representing relations between image regions. 

The relationships include relative colour, spatial location, and high-pass frequency 

content. The main limitation of the algorithm is represented by the fact that the templates 

have to be constructed manually for each scene layout. Moreover, the template result also 
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to be quite specific, which makes them very suitable for some limited cases such as "sky 

over mountain over lake" but indeed less effective into capturing a broader concept like 

“indoor”, “outdoor”, and so on. Szummer and Picard [Szummer1998] show how high-level 

scene properties can be inferred from classification of low-level image features, 

specifically for the indoor-outdoor scene retrieval problem. They systematically studied 

the features: (1) histograms in the Ohta colour space; (2) multi-resolution, simultaneous 

autoregressive model parameters (texture); (3) coefficients of a shift-invariant Discrete 

Cosine Transform. They computed features on sub-blocks, classified these sub-blocks, and 

then non-linearly combined these results in a way reminiscent of "stacking". In the last 

years the researcher focused mainly on the feature to extract from the images instead on 

the used classifier. According this line of thinking the main part of the work in this field 

used a variety of image features and kernels paired with the support vector machines. The 

first steps in this direction has been done by Lowe in 2000 [Lowe2000] (and extended in 

2004 [Lowe2004]) with the scale invariant feature transformation (SIFT) that shown to be 

very good at finding in the pictures repeated image content and objects and still plays a 

leading role in the fields of Object Detection and Recognition as well as the Scene 

Categorizations one. They can be densely extracted using a flat window at different scales 

on a regular grid or at specific interest points. Then they are usually clustered 

independently into dictionaries of visual words using k-means. In 2001 Oliva proposed the 

GIST: a kind of feature specifically studied for scene recognition [Oliva2001]. The GIST 

descriptor computes the output energy of a bank of 24 filters. The filters are Gabor-like 

filters tuned to 8 orientations at 4 different scales. The square output of each filter is then 

averaged on a 4 × 4 grid. Another kind of features proposed by Dalal [Dalal2005] are the 

Histogram of Oriented edges. HOG descriptors are densely extracted on a regular grid at 

steps of 8 pixels giving a 31-dimension descriptor for each node of the grid. Then, 2 × 2 

neighbouring HOG descriptors are stacked together to form a descriptor with 124 

dimensions. The descriptors are quantized into K visual words by k-means. With this 

visual word representation, three-level spatial histograms are computed on grids of 1 × 1, 

2 × 2 and 4 × 4. Histogram intersection is used to define the similarity of two histograms at 

the same pyramid level for two images. Next year Lazebnik [Lazebnik2006] proposed an 

approach that in the last years played a key role in several fields of Computer Vision: the 

Spatial Pyramid Matching. This technique works by partitioning the image into 

increasingly fine sub-regions and computing histograms of local features found inside 

each sub-region. The features are then concatenate and appropriately weighted taking 

into account the position and the resolution of each one. Another descriptor, that obtained 

good results in scene classification task, has been proposed by Shechtman in 2007 

[Shechtman2007]: the Self-similarity descriptors (SSIM). Self-similarity descriptors are 

computed on a regular grid at steps of five pixels. Each descriptor is obtained by 

computing the correlation map of a patch of 5 × 5 in a window with radius equal to 40 

pixels, then quantizing it in 3 radial bins and 10 angular bins, obtaining 30 dimensional 

descriptor vectors. The descriptors are then quantized into K visual words by k-means. 

This kind of descriptors obtained very interesting result also in recent dataset as 

[Xiao2010] and [Lazebnik2006]. 
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A standard benchmark for scene categorization is currently represented by the SUN 

database, containing 397 categories. Performance indicators are prediction accuracy and 

area under the ROC curve (AUC). Accuracy varies drastically depending on the specific 

category (e.g from 0% in "abbey" category to 88% in car interiors/front seats). Within 

MAVEN, a minimum accuracy of 50% will be sought for the worst categories. 

 

2.8. Object Detection and Recognition  

Object recognition/detection is the task of finding a given object in an image or video 

sequence. Actually, this task is still a big research challenge to researchers all over the 

world on very different research topics such as Machine Learning and Neuroscience. In 

fact, a human can easily recognize the words on this page, a coffee cup on a desk, or the 

person who just entered the room all seem so easy. The apparent ease of our visual 

recognition abilities belies the computational magnitude of this feat: we effortlessly detect 

and classify objects from among tens of thousands of possibilities and we do so within a 

fraction of a second, despite the tremendous variation in appearance that each object 

produces on our eyes. 

In the Machine Learning field different algorithms have been developed. Mainly, they have 

two different phases: learning phase and testing phase. In the learning phase, the 

algorithm uses a set of images which contain objects belonging to a specific class in order 

to learn how to identify the objects belonging to it. Once the algorithm has been trained for 

identifying the objects the algorithm uses its knowledge to identify the specified class 

objects from the test set. 

The learning phase can be further distinguished into learning through training and 

learning through validation. A set of images containing objects of the specified classes, 

called the training dataset, is used to learn the basic object templates for the specified 

classes. Depending upon the type of features, the training images are pre-processed and 

passed into the learning block. The learning block then learns the features that 

characterize each class, and stores them as object templates. This phase is referred to as 

'learning through training'. The object templates learned in this stage are termed as weak 

classifiers. The object templates are thus tested against the validation dataset in order to 

evaluate the existing object templates. By using boosting techniques, the object templates 

are refined in order to achieve greater accuracy while testing. This phase is referred to as 

'learning through validation' and the classifiers obtained after this stage are called strong 

classifiers. 

From the point of view of the features we can subdivide them in two categories: edge-

based feature type and patch based feature type. Moreover some researchers have used a 

combination of both the edge-based and patch-based features for object detection 

[Opelt2008, Si2009 Fergus2005, Chen2009]. 

The methods that use edge-based feature type extract the edge map of the image and 

identify the features of the object in terms of edges [Opelt2008, Si2009, Shotton2008, 

Hamsici 2009, Szumilas2009a, Szumilas2009b, Kumar2009, Schindler2008, Alajlan2008, 
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Wu2009, Ren2008, Chia2009, Winn2006, Ferrari2006, Mikolajczyk2006, Nelson1998, 

Ferrari2008, Ali2005, Rizvi2010]. Using edges as features is advantageous over other 

features due to various reasons: e.g., they are largely invariant to illumination conditions 

and variations in objects' colours and textures. They also represent the object boundaries 

well and represent the data efficiently in the large spatial extent of the images. Some 

methodologies use of the complete contour (shape) of the object as the feature [Hamsici 

2009, Szumilas2009a, Szumilas2009b, Kumar2009, Schindler2008, Alajlan2008, Ren2008, 

Ferrari2006], others use a collection of contour fragments as the feature of the object 

[Opelt2008, Si2009, Shotton2008, Ren2008, Chia2009, Winn2006, Ferrari2006, 

Mikolajczyk2006, Nelson1998, Ferrari2008, Prasad2010, Prasad2012]. The main 

motivation of using the complete contours as features is the robustness of such features to 

the presence of clutter [Felzenszwalb2001, Shotton2008, Schindler2008, Ferrari2006]. 

One of the major concerns regarding such feature type is the method of obtaining the 

complete contours (especially for training images). In real images, typically incomplete 

contours are inevitable due to occlusion and noise.  

On the other hand, the contour fragment features are substantially robust to occlusion if 

the learned features are good in characterizing the object [Opelt2008, Shotton2008, 

Szumilas2009a, Winn2006, Ferrari2006, Ferrari2008, Amit2004]. They are less 

demanding in computation as well as memory as the contour completion methods need 

not be applied and relatively less data needs to be stored for the features. The matching is 

also expected to be less sensitive to occlusion [6, 26]. Further, special cases like viewpoint 

changes, large intra-class variability, articulate objects and flexible/polymorphic objects 

can be handled efficiently by training the fragments (instead of the complete contour) 

[Si2009, Shotton2008, Szumilas2009a, Ferrari2006, Ferrari2008, Shotton2005]. 

The patch based feature type, which uses appearance as cues, has been in use since more 

than two decades [Moravec1981, Harris1988]. In this feature type, there are two main 

variations: 

1. Patches of rectangular shapes that contain the characteristic boundaries describing 

the features of the objects [Opelt2008, Li2008, Mikolajczyk2008, Mikolajczyk2003, 

Lowe2004, Ommer2010, Leibe2008]. Usually, these features are referred to as the 

local features. 

2. Irregular patches in which, each patch is homogeneous in terms of intensity or 

texture and the change in these features are characterized by the boundary of the 

patches [Varma2009, Roth2009]. These features are commonly called the region-

based features. 

The most used feature is now the scale invariant feature transformation (SIFT) 

[Lowe2004]. 

The relationship (mapping) between the images and the object classes is typically non-

linear and non-analytic (no definite mathematical model applicable for all the images and 

all the object classes is available). Thus, typically this relationship is modelled using 

probabilistic models [Pope2000]. The probabilistic models for such a problems can be 

generally classified into two categories: discriminative models and generative models 
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[Lasserre2006, Pece2007, Andriluka2012, Desai2011, Aytar2011].  

Generative models use methods like Bayesian classifiers/networks [Mikolajczyk2006, 

Amit2004, Ommer2010, Fei-Fei2007], likelihood maximization [Fei-Fei2007], and 

expectation maximization [Chen2009, Bosch2008]. Discriminative models typically use 

methods like logistic regression, support vector machines [Ferrari2006, Ferrari2008, 

Bosch2008], and k-nearest neighbours [Bosch2008, Jain2009]. The k-nearest neighbours 

scheme can also be used for multiclass problems [Desai2011] directly, as demonstrated in 

[Jain2009].  

In the schemes where generative and discriminative models are combined [Bosch2008], 

there are two main variations: generative models with discriminative learning [Chen2009, 

Lasserre2006], and discriminative models with generative learning [Pece2007]. In the 

former, typically maximum likelihood or Bayesian approaches are combined with boosting 

schemes or incremental learning schemes [Chen2009, Lasserre2006, Fei-Fei2007], while 

in the latter, usual discriminative schemes are augmented by 'generate and test' schemes 

in the feedback loop [Pece2007]. Learning scheme can be offline or online based on the 

demand of the application. Online learning is now feasible due to advancement of cloud 

technology. 

Learning methods have to learn a mapping between the features and the classes. Typically, 

the features are extracted first, which is followed by either the formation of class models 

(in generative models) or the most discriminative features for each class (in discriminative 

models) or random fields of features in which a cluster represents an object class 

(descriptive models, histogram based schemes, Hough transform based methods, etc). 

Based on them, the object templates suitable for each class are computed. The object 

templates could be binary vectors that specify if a particular feature is present in an object 

or not. Such object templates are called bag-of-words, bag of visual words, or bag of 

features [Opelt2008, Lampert2009, Yeh2007, Uijlings2009, Perronnin2008, 

Lazebnik2006]. All the possible features are analogous to visual words, and specific 

combinations of words (in no particular order) together represent the object classes. Such 

bag of words can also be used for features like colours, textures, intensity, shapes, physical 

features (like eyes, lips, nose for faces, and  wheels, headlights, mirrors for cars) etc. As 

evident, such bag of words is a simple yet powerful technique for object recognition and 

detection but may perform poorly for object localization and segmentation. The object 

templates can also be in the form of codebooks [Opelt2008, Shotton2008, Ferrari2006, 

Ferrari2008, Ommer2010, Leibe2008, Lazebnik2006, Lazebnik2009]. 

The performance of object recognition systems are commonly evaluated in terms of 

Average Precision, which has been used in Pascal VOC Challenges. Performance is strongly 

dependent on the object to be detected. For instance, the best system in VOC 2012 

obtained ~97% for aeroplanes and ~61% for bottles. Regarding object recognition, the 

goal of the MAVEN project will be a minimum average precision of 70%. 
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2.8.1. Logo Detection and Recognition  

Logos can be seen as a particular class of objects. Then, most of the algorithms described 

in the previous section can be definitely applied to solve logo detection and recognition 

tasks. Specific research on this task was originally motivated by the needs of solutions for 

trademark infringement prevention [Schietse2007]. Within this context, many different 

approaches can be found that have been proposed for the development of Content Based 

Image Retrieval systems which exploit different kind of features: in [Kato1992] 

histograms of edge pixels are used; in [Leung2002] trademarks are modelled as union of 

solid or line-like regions and described by contours and skeletons; in [Wei2009] global 

Zernike moments are combined with local features such as local curvatures and distances 

to centroid; in [Rusinol2010] a variant of the shape context descriptor (proposed in 

[Belongie2002] ) is used.. Recently Zernike moments have been proposed again to be used 

in applications based on mobile devices [Kuo2011]. Colour-Edge Co-occurrence Histogram 

global descriptor is used in [Luo2006].  

All the aforementioned algorithms rely on the common assumption that a strong control 

exists on the whole image acquisition and processing chain, and that consequently the 

logo is 1) fully visible in the image, 2) not corrupted by noise and 3) subject to none or 

small (that is easily removable) transformations. 

Consequently, all these methods are commonly used on synthetic images and rely on 

global logo descriptors, usually related to their contours or to particular shape descriptors. 

According to this, they cannot be applied to real world images where the quality of the 

images is usually low (e.g. due to compression artefacts, colour sub-sampling, motion blur, 

etc.) and also that trademarks are often small and may contain very few information 

Nevertheless, the use of global descriptors for logo detection in real world images has 

been proposed by several authors [Luo2006a], [Phan2008], [Phan2010]. 

Trademark appearance in natural image collections or broadcast videos is often 

characterized by occlusions, perspective transformations and deformations so the 

detection and recognition problem is extremely hard and global features are not suitable. 

There are some initial works that have used global features, like [Aldershoff2004, 

Pelisson2003] that used colour histograms, [Schiele2000] that used multidimensional 

receptive field histograms or [Phan2008, Phan2010] that used Colour-Edge Co-occurrence 

Histogram (CECH). But the majority of more recent works propose techniques based on 

SIFT [Lowe2004] points; in [Bagdanov2007] the authors proposes bags of SIFT, in 

[Quack2007] frequent spatial configuration are used and in [Kleban2008] this 

configuration are quantized at different resolutions. And finally in [Romberg2011] the 

authors consider the geometrical relation between distant significant points and in 

[Sahbi2013] the authors use the context (neighbourhood) of a SIFT to select the most 

discriminant points. 
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3. Market Analysis  

3.1. Image Source Identification  and Integrity Verification  

As it is emerged in Section 1.1, active and passive techniques for image source 

identification are very different. This is also true from the market point of view: while 

there are a few patented passive methods, the number of patented active techniques, 

especially about watermarking, is impressive. Some of these patents contain claims about 

specific algorithms for watermark embedding and extraction; some other instead make 

more general claims about the idea of using watermarking for some purpose, like 

copyright protection or integrity verification. Making a sensible choice within this huge set 

would not be feasible in this document.  

For these reasons, only the search results in the field of passive methods for both source 

identification and integrity verification are reported in the following.  

In order to search patents related to image source identification, the following keywords 

were used: 

T1 T2 T3 
imag* source identif* 
picture camera detect* 
 device  

 

Resulting in the following search phrase: 

(imag* OR picture) AND (source OR camera OR device) AND (identif* OR detect*) 

The search returned two relevant results, in the class H04N5/225  (Television cameras) 

and H04N2201/3205  (Indexing scheme relating to scanning, transmission or 

reproduction of documents or the like, and to details thereof). Noticeably, one of the 

patent applications covers the most promising technique for source identification, i.e. 

PRNU analysis. 

 

Patent Id  Title  Assignee Date 

WO 
2007094856 A3  
 

Method and apparatus for 
identifying an imaging device 
 

The Research Foundation Of State 
University Of New York; 
Fridrich Jessica; 
Goljan Miroslav; 
Lukáš Jan 

15/12/2006 

WO 
2006017031 A1  
 

Matching of digital images to 
acquisition devices 
 

Easman Kodak Company 19/01/2006 

 
Table 6: most relevant patents in image source identification 
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In order to search patents related to image integrity verification, the following keywords 

were used: 

T1 T2 T3 
image tamper* detect* 

picture integrity local* 
digital forge* analysis 

 splic*  
 authent*  
 composit*  

 

Resulting in the following search phrase: 

(image OR picture OR digital) AND (tamper* OR composit* OR integrity OR forge* OR splic* OR authent*) 

AND (detect* OR local* OR analysis) 

The following related patents were found, mostly belonging to the class G06K9/00 ; as the 

reader can see the assignee is usually a university (the New Jersey Institute of Technology 

being the most active), thus underlying the rather “academic stage” of this topic. 

 

Patent Id  Title  Assignee Date 

US20120230536 
A1 

Determine whether or not a digital image has been 
tampered with 

The Research 
Foundation Of 
State University 
Of New York 

17/04/2008 

WO2008005947 
A2 
 

A method and apparatus for image 
splicing/tampering detection using moments of 
wavelet characteristic functions and statistics of 2-d 
phase congruency arrays 
 

New Jersey 
Institute Of 
Technology; Shi, 
Yun-Qing;  
Chen, Wen 

 

 

 

10/01/2008 

WO 2008100808 
A1 
 

A method and apparatus for a natural image model 
based approach to image splicing/tampering 
detection 
 

New Jersey 
Institute Of 
Technology; Shi, 
Yun-Qing;  
Chen, Chunhua 

 

21/08/2008 

US 7439989 B2 
 

Detecting doctored JPEG images 
 

Microsoft Corp. 21/10/2008 

US 7778461 B2 
 

System and/or method for image tamper detection 
 

New Jersey 
Institute Of 
Technology; Shi, 
Yun-Qing; 
Dongdong Fu 

 

17/08/2010 

WO 
2008/005950 A2  
 

An apparatus and method for a generalized 
Benford's law for analysis of DCT and JPEG 
coefficients 
 

New Jersey 
Institute Of 
Technology; Shi, 
Yun-Qing;  

10/01/2008 

US 7720288 B2 
 

Detecting compositing in a previously compressed 
image 
 

Eastman Kodal 
Company 

18/5/2010 
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US 20090263011 
A1 
 

Detection technique for digitally altered images 
 

Shi, Yun-Qing;  
Li, Bin 

22/10/2009 

CN 102968803 A 
 

Tamper detection and tamper positioning method 
directing at CFA (Color Filter Array) 
interpolation image 
 

Xi’an University of 
Technology  
 

15/11/2013 

CN 101630407 B 
 

Method for positioning forged region based on two 
view geometry and image division 
 

University Of 
Tianjin  
 

19/09/2012 

CN 101661619 A 
 

Image manipulation detection method based on 
single view measurement 
 

University Of 
Tianjin  
 

03/03/2010 

CN 101661619 B 
 

Based on single image measurement of television 
picture method for detecting forgery 
 

University Of 
Tianjin  
 

22/08/2012 

 
Table 7:  most relevant patents in image source identification and integrity verification  

 

3.1.1. Competitors  

Among all the products for the image authentication task, we feel that only a few are 

effectively competitors, which are classified in the table below. 

 

Rank Product features  Reputation  Cost 
1 Amped Authenticate 

 
FourMatch FourMatch 

Verifeyed 
2 Forensic Photo Lab 

FIAS 
Verifeyed 
FIAS 
Amped Authenticate 

Forensic Photo Lab 

3 Verifeyed ForensicPhotoLab FIAS 
Amped Authenticate 

4 FourMatch   
 

Table 8: classification of main products for image source identification and integrity verification 

 

3.1.2. Potential customers  

In the following table there is an overview of potential market segments for the Image 

Source Identification and Integrity Verification module. Scores are between 1 and 5, with 

higher scores meaning more relevance. 

User Type Application 

Field  

Main use case Price 

sensitivit y 

Ease of use 

sensitivity  

Advanced 

features 

sensitivity  

Overall  

market 

importance  

Forensic Image 
Analyst 
(GOV/LE) 

Forensics Authenticate 
image to be 
accepted as 

3 2 5 5 
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evidence 
Private Forensic 
Expert  

Forensics Authenticate 
image to be 
accepted as 
evidence 

5 2 4 3 

Military/Intellige
nce 

Military Investigate on 
foreign or 
internal threats 

2 3 3 2 

Research/Univer
sity  

Academic Compare and 
develop new 
algorithms 

4 1 5 3 

Photo Editor  Photo 
Journalism 

Authenticate 
image from 
collaborators 
prior to 
publication 

3 4 2 3 

Insurance 
Employee 

Insurance 
Companies 

Authenticate 
proof of damages 
to pay 

3 5 1 2 

System 
Integrator  

Various 
Companies 

Integrate part of 
the system for 
specific 
application 
(authenticate 
medical images) 

1 1 3 1 

 
Table 9: overview of main market segments for image source identification and integrity verification 

The main markets of interest are those related to forensics, investigation and intelligence. 

One of the consortium SMEs, Amped, knows well what the user expectations and issues 

are, and has already gained a good reputation with its existing products. Furthermore 

these are the markets with the best combination of budget availability, entry barriers and 

technical needs. 

3.1.3. SWOT 

Strengths  Weakness 

¶ SMEs know very well the end user and 
the applicative field 

¶ SMEs are integrating the new 
technology in already existing 
projects/products 

¶ RTDs have a very strong scientific 
background 

¶ SMEs are still small players in 
the market 

¶ RTDs may not have enough 
experience to transfer 
effectively the technology from 
the research to real work use 
cases 

Opportunities  Threats  

¶ The need for image authentication is 
growing as the public and the law 
system understands the frailty of the 
digital data (i.e. in California all data 
must be authenticated prior to 
entering in court) 

¶ The entrance in the market of big 
players (.e. Adobe) is very unlikely 
since the market niche is too small 

¶ The entrance of new players in the 

¶ Competitors with a well known 
reputation may improve their 
existing products 

¶ The use of the developed 
products may be discredited in 
court, if we commit some major 
mistake 
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market is possible, but difficult because 
of high entrance barriers 

 

3.2. Video Integrity Verification  

In order to search patents related to video integrity verification, the following keywords 

were used: 

T1 T2 T3 
video tamper* detect* 

frame* integrity local* 
picture forge* analysis 
stream splic* verif* 

 authent*  
 composit*  

 

Resulting in the following search phrase: 

(video OR frame* OR pitcure OR stream) AND (tamper* OR integrity OR forge* OR splic* OR authent* OR 

composit*) AND (detect* OR local* OR analysis OR verif*) 

The following related patents were found, under the international class H04N7/00 

(Television systems). 

Patent Id  Title  Assignee Date 

CN 
101707711 A  
 

Method for detecting tampering of videosequence 
by Copy-Move based on compressed domain 

Shanghai University 12/05/2010 

US 8537892 
B2 
 

Detection of double video compression using first 
digit based statistics 
 

New Jersey Institute 
Of Technology 

17/09/2013 

 
Table 10: most relevant patents in video integrity verification 

 

3.2.1. Competitors  

Among all the products for the image authentication task, we feel that only a few are 

effectively competitors, which are classified in the table below. 

Rank Product features  Reputation  Cost 
1 Amped Authenticate 

 
Amped Authenticate  Verifeyed 

2 FIAS Verifeyed 
 

FIAS 
 

3 Verifeyed FIAS 
 

Amped Authenticate 

 
Table 11: classification of main products for video integrity verification 
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3.2.2. Potential customers  

In the following table there is an overview of potential market segments for the Video 

Integrity verification module. Scores are between 1 and 5, with higher scores meaning 

more relevance. 

User Type Application 
Field  

Main use 
case 

Price 
sensibil
ity  

Ease of 
use 
sensibili
ty  

Advanced 
features 
sensibilit
y 

Overall  
market 
importan
ce 

Forensic Image 
Analyst 
(GOV/LE) 

Forensics Authenticate 
image to be 
accepted as 
evidence 

3 2 5 5 

Private Forensic 
Expert  

Forensics Authenticate 
image to be 
accepted as 
evidence 

5 2 4 3 

Military/Intellige
nce 

Military Investigate 
on foreign or 
internal 
threats 

2 3 3 2 

Research/Univer
sity  

Academic Compare and 
develop new 
algorithms 

4 1 5 3 

Photo Editor  Photo 
Journalism 

Authenticate 
image from 
collaborators 
prior to 
publication 

3 4 2 3 

Insurance 
Employee 

Insurance 
Companies 

Authenticate 
proof of 
damages to 
pay 

3 5 1 2 

System 
Integrator  

Various 
Companies 

Integrate 
part of the 
system for 
specific 
application 
(authenticate 
medical 
images) 

1 1 3 1 

 
Table 12: classification of main products for video integrity verification 

 

The main markets of interest are those related to forensics, investigation and intelligence. 

One of the consortium SMEs, AMPED, knows well what the user expectations and issues 

are, and has already gained a good reputation with its existing products. Furthermore 

these are the markets with the best combination of budget availability, entry barriers and 

technical needs. 
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3.2.3. SWOT 

Strengths  Weakness 

¶ SMEs know very well the end user and 
the applicative field 

¶ SMEs are integrating the new 
technology in already existing 
projects/products 

¶ RTDs have a very strong scientific 
background 

¶ SMEs are still small players in 
the market 

¶ RTDs may not have enough 
experience to transfer 
effectively the technology from 
the research to real work use 
cases 

Opportunities  Threats  

¶ The need for video authentication is 
growing as the public and the law 
system understands the frailty of the 
digital data (i.e. in California all data 
must be authenticated prior to 
entering in court) 

¶ The entrance in the market of big 
players (.e. Adobe) is very unlikely 
since the market niche is too small 

¶ The entrance of new players in the 
market is possible, but difficult because 
of high entrance barriers 

¶ Competitors with a well known 
reputation may improve their 
existing products 

¶ The use of the developed 
products may be discredited in 
court, if we commit some major 
mistake 

 

3.3. Text Localization and Recognition  

To perform the search of relevant patents related to automatic text detection, the 

following terms were used: 

T1 T2 T3 T4 
Automatic  Text detect* image 

Intelligent  carácter locat* video 

- - locali* scenes 

 

 

According with these selected terms, the search phrase used was 

(automatic OR intelligent) AND (text OR character) AND  

(detect* OR locat* OR locali*) AND (image OR video OR scenes)  

 

Most of the related patents were found in the class G06K9 - Methods or arrangements for 

reading or recognising printed or written characters or for recognising patterns. The most 

significant ones are shown in the table below: 

Patent No. Title  Applicant  Comments 
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WO2000063833  Intelligent detection 
of text on a page 

 
ELECTRONICS FOR IMAGING 

INC [US] 

Detection based on image 
tiling  and segmentation for 
each of the resulting blocks. 

WO2000045291  System and method 
for analyzing video 
content using 
detected text in 
video frames 

KONINKL PHILIPS 
ELECTRONICS NV [NL] 

Text detection is part of a 
system which includes text 
recognition and more 
complex analysis. 

WO2006103625  Method and 
apparatus for the 
detection of text in 
video data 

KONINKL PHILIPS 
ELECTRONICS NV [NL]  

Includes a text detection 
module, as well as motion 
indications for the detected 
text. 

WO2002025575  Method and 
apparatus for 
portably recognizing 
text in an image 
sequence of scene 
imagery 

STANFORD RES INST INT [US] 
This patent describes, along 
with a text detection step, a 
method to rectify the image 
by using text locations. 

EP1569162 Method and 
apparatus for 
detecting text of 
video 

SAMSUNG ELECTRONICS CO 
LTD [KR] 

Detection of text in 
sequences by using temporal 
information . 

WO02095662  Method for detecting 
text zones in a video 
image 

FRANCE TELECOM [FR]  Detection by combined use 
of image gradients and 
intensity thresholding. 

WO2010027933 Text Localization for 
image and video OCR 

SONY CORP [JP]  
SONY ELECTRONICS INC [US]  

It comprises an initial pre-
processing step consisting 
on image segmentation 
techniques, followed by the 
extraction of edge and stroke 
features for the training of 
an SVM-based classifier. 

US20130058575 / 

WO2013036329  

  
  
Text Detection Using 
Image Regions 
 
 

QUALCOMM INC [US]      
Based in the computation of 
image frequencies to obtain 
horizontal edge positions. 
These are correlated with 
vertical neighbouring 
positions and combined with 
a post processing unit to 
obtain text locations.  
 
 

 
Table 13: main patents in text localization 

 

In order to find relevant patents related to the text recognition problem, the following 

search terms were used: 

T1 T2 T3 
character recognition  image. 

... ... scene 
video 

 

For these search terms, the resulting search phrase that was used is: 

character AND recognition and (image OR scene OR video)  
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The patent class considered relevant for the patent search was G06K9/00  (Methods or 

arrangements for reading or recognising printed or written characters or for recognising 

patterns, e.g. fingerprints). 

Using these search parameters, the relevant patents found are: 

 

Patent Id  Title  Assignee Comments 

US8467614 B2 
 

Method for 
processing optical 
character recognition 
(OCR) data, wherein 
the output comprises 
visually impaired 
character images 
 

Lumex As The present invention provides a 
method for an Optical Character 
Recognition (OCR) system providing 
recognition of characters that are 
partly hidden by crossing outs due to 
for example an imprint of a stamp, 
handwritten signatures, etc. 

US7650035 B2 Optical character 
recognition based on 
shape clustering and 
multiple optical 
character recognition 
processes 

Google Inc. A system for optical character 
recognition (OCR), comprising:  
- a plurality of OCR engines each 
operable to process an original image 
of a document and to produce a 
respective OCR output; 
- a plurality of post-OCR processing 
engines each operable to receive an 
OCR output from a respective OCR 
engine and operable to produce a 
respective modified OCR output of the 
document; and 
- a vote processing engine operable to 
select portions from the plurality of 
modified OCR outputs and to assemble 
the selected portions into a final OCR 
output for the document; 
 

US2013177247 
(A1)  

METHOD AND 
APPARATUS FOR 
SEQUENCING OFF-
LINE CHARACTER 
FROM NATURAL 
SCENE 

KOREA Electronics And 
Telecommunications 
Research Institute 

Disclosed is a method of sequencing 
character information in order to 
increase precision of character 
recognition. 

CN102982329 
(A)   

Segmentation 
recognition and 
semantic analysis 
integration 
translation method 
for mobile devices    

UNIV SOUTH CHINA 
TECH 

 

WO2013097072 
(A1)   

METHOD AND 
APPARATUS FOR 
RECOGNIZING A 
CHARACTER OF A 
VIDEO 

Huawei Technologies 
Co.,Ltd 

The method comprises: determining a 
character model according to a source 
video; determining a character pixel 
belonging to a character of a target 
video from the pixels comprised by the 
target video according to the character 
model corresponding to the target 
video; and determining at least one 
character text representing the 
character according to the character 
pixel. 
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WO2013097429 
(A1)   

METHOD AND 
APPARATUS FOR 
RECOGNIZING VIDEO 
CAPTIONS    

Lg Electronics (China) 
R & D Center Co., Ltd 

The method comprises: calculating the 
difference between two frame images 
having adjacent time of the same 
caption in a video to obtain a residual 
image; inverting the residual image to 
obtain an anti-residual image; 
performing a binarization processing 
on the anti- residual image; 
performing an and operation between 
the binarization processed anti-
residual image and a current frame 
image of the same caption to obtain a 
caption image of the same caption; and 
performing character recognition on 
the caption image. 

    

 
Table 14: main patents in text recognition 

 

3.3.1. Competitors  

Several open-source (Ocropus [OCROPUS], Tesseract [TESSERACT]) and commercial 
software (e.g. ABBYY Fine Reader OCR3 [ABBYY]) have been developed so far. However, 
such solutions often suffer from important limitations on low resolution and complex 
imagery, which are typically found in the web and natural scenes. 
 
Ocropus is based on recurrent neural nets and it is primarily designed for OCR in 
documents, not performing well on multi-column documents and documents containing 
images. Tesseract (also focused on OCR for documents) was an initiative started at HP labs 
between 1985 and 1995, which is currently being continued at Google. 
 
The OCR developed by ABBYY has been evaluated on the ICDAR 2011 dataset (born-digital 
images, but not in Scene Images), achieving a recognition rate of 63.40%. According to 
Total Edit Distances (primary metric used for evaluation in ICDAR 2011), ABBYY was 
outperformed by an academic prototype developed by Tsinghua University. 
 
Some preliminary and restricted comparisons (OCR in PDF documents) between ABBYY 
and Google OCR (Tesseract) have been conducted in the past; although ABBYY delivered 
the best overall performance, Tesseract outperformed ABBYY in recognizing image 
captions. 

3.3.2. Potential customers  

Among the potential customers of the MAVEN Text Localization and Recognition 

subsystem, we have detected the following profiles: 

¶ Document Management 

¶ Billing Management 

¶ Public Administration –Document processing 

¶ Security and Traffic control – Plates detection 

¶ Video annotation - Subtitle detection and recognition 
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3.3.3. SWOT 

Strengths  Weakness 

¶ Module designed from the scratch 
to provide quick search capabilities 
in speech 

¶ Many open and proprietary 

solutions have been already 

developed 

¶  
Opportunities  Threats  

¶ Recognition rate needs to be 
improved 

¶ Automatic reading and text-to-
speech systems are been integrated 
in multiple applications 

¶ Strong development effort pushed 
worldwide by Research Centers 

¶ Open solutions can make more 
difficult the module monetization  

 

3.4. Spoken keyword detection  

Keyword spotting has numerous applications related to multimedia document retrieval, 

ambient assisted living, robotics, automotive industry, speech analysis or advanced search 

in audio documents, which encouraged the interest of the industry in this problem. Some 

industrial solutions have been proposed and protected by means of patents.   

In order to find relevant patents related to the text recognition problem, the following 

search terms were used: 

T1 T2 T3 
word detection speech 

keyword spotting voice 

 

For these search terms, the resulting search phrase that was used is: 

 (word OR keyword) AND (detection OR spotting) AND  (speech OR voice)  

The patent class considered relevant for the patent search was G10L15/ 00  (Speech 

recognition). 

Using these search parameters, the relevant patents found are summarized in the 

following table.) 

 

Patent Id  Title Assignee Date Validity 

US 5425129 A Method for word 
spotting in continuous 
speech 

IBM Corp. 13/06/1995 Expired due to 
failure to pay 
maintenance fee 
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US 7058575 B2  Integrating keyword 
spotting with graph 
decoder to improve 
the robustness of 
speech recognition 

Intel 
Corporation 

6/06/2006 Year of fee 
payment: 4 

CN 1434436 A Robust word-spotting 
system using 
intelligibility criterion 
for reliable keyword 
detection under 
adverse and unknown 
noisy environments 

Matsushita 
Electric 
Industrial Co., 
Ltd. 

10/01/2006 Cessation of 
patent right 
(cessation of 
patent right due 
to non-payment 
of the annual 
fee) 

US 5023911 A Word spotting in a 
speech recognition 
system without 
predetermined 
endpoint detection 

Motorola Inc. 11/06/1991 Year of fee 
payment: 12 

US 8170873 B1 Comparing events in 
word spotting 

Nexidia Inc. 1/05/2012 Fees paid 

US 
20090063151 
A1 

Keyword spotting 
using a phoneme-
sequence index 

Nexidia Inc. 5/03/2009 Fees paid 

US 7949527 B2 Multiresolution 
Searching 

Nexidia Inc. 24/05/2011 Fees paid 

US 
20070033003 
A1 

Spoken word spotting 
queries 

Nexidia Inc. 8/02/2007 Fees paid 

US 7231351 B1 Transcript alignment Nexidia Inc. 12/06/2007 Fees paid 

US 7640161 B2  Word spotting system Nexidia Inc. 29/12/2009 Fees paid 

US 6230126 B1 Word-spotting speech 
recognition device and 
system 

Ricoh 
Company, Ltd. 

8/05/2001 Expired due to 
failure to pay 
maintenance fee 

US 5842163 A Method and apparatus 
for computing 
likelihood and 
hypothesizing 
keyword appearance 
in speech 

Sri 
International 

24/11/1998 Year of fee 
payment: 12 

US 6006185 A System and device for 
advanced voice 
recognition word 
spotting 

Peter 
Immarco 

21/12/1999 Expired due to 
failure to pay 
maintenance fee 

EP 0834862 A2 Method of key-phrase 
detection and 
verification for flexible 
speech understanding 

Lucent 
Technologies 
Inc. 

8/4/1998 Deemed to be 
withdrawn 

EP 2070079 A1 Method and apparatus 
for locating speech 
keyword and speech 
recognition system 

Sharp 
Corporation 

17/6/2009 Fees paid 
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US 6393395 B1 Handwritten or 
spoken words 
recognition with 
neural networks 

Microsoft 
Corporation 

21/5/2002 Fees paid 

EP 0533491 B1 Word spotting using 
two hidden Markov 
models 

XEROX 
Corporation 

06/05/1998 Fees paid 

EP 0800158 B1 Word spotting Hewlett-
Packard 
Company 

27/6/2001 Fees paid 

EP 1688915 A1 Methods and 
apparatus relating to 
searching of spoken 
audio data 

Aurix Limited 9/8/2006 Application 
withdrawn by 
applicant 

US 
2011/0144988 
A1 

Embedded auditory 
system and method 
for processing voice 
signal 

Choi JongSuk 
Kim Munsang 
Lee Byung-Gi 
Kim Hyung 
Soon 
Cho Nam Ik 

 Rejected 

 
Table 15: main patents in spoken keyword detection 

 

As can be seen in the table above, the main actor in keyword spotting technologies 

nowadays using the number of related patents as an indicator is Nexidia Inc., with 17 

related patents. 

 

3.4.1. Competitors  

The main competitors for the MAVEN spoken keyword spotting subsystem are the 

commercial keyword spotting systems already deployed by the industry. The most 

important are the Nexidia Dialogue Search or Boris Soundbite products, by Nexidia. Other 

voice-based technology providers could also provide products devoted to find keywords. 

Some examples of such providers are Nuance, specialized in dictation products, Avaya 

(through the acquisition of Aurix), SAIL Labs4, Digital Syphon5 and Fraunhofer Institute. 

3.4.2. Potential customers  

Among the potential customers of the MAVEN spoken keyword spotting subsystem, we 

have detected the following profiles: 

¶ Media producers 

¶ Media Broadcasters 

                                                             
4 http://www.sail-labs.com/ 
5 http://www.digitalsyphon.com/ 
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¶ Telemarketing companies (banking, telecom, utilities,…) 

¶ Call Centers – Internal Audit 

¶ Robotics companies 

¶ Automotive industry 

¶ Electronics industry 

¶ National and Homeland Security 

3.4.3. SWOT 

Strengths  Weakness 

¶ Module designed from the scratch 

to provide quick search capabilities 

in speech 

¶ Open interface for easy integration 
of Module in multiple applications 

¶ Limited languages 
¶ System trained in limited voice 

material (the final product models 
are obtained from speech databases 
and no longer retrained by new 
inputs) 

Opportunities  Threats  

¶ Only a few competitors in market 
¶ Audio search tools and retrieval 

applications are growing 

¶ Competitive solution, independent 

of great players. 

¶ Module can be customized flexibly 
by consortium members 

¶ Big companies such as Microsoft 
(due to the acquisition of 
quack.com) own proprietary 
solutions 

¶ Established companies have 

already deployed products with 

good performances 

¶ The market is yet limited and highly 
controlled by multinationals 

 

3.5. Face Detection  and Recognition  

In order to find relevant patents related to the face detection problem, the following 

search terms were used: 

T1 T2 T3 T4 
automatic face detect* image 
intelligent facial locat* video 

 

For these search terms, the resulting search phrase that was used is: 

(automatic OR intelligent) AND (face OR facial) AND (detect* OR locat*) AND (image OR video) 

The patent class considered relevant for the patent search was G06K9/00  (Methods or 

arrangements for reading or recognising printed or written characters or for recognising 

patterns, e.g. fingerprints). 

Using these search parameters, the relevant patents found are: 

Patent No. Title  Applicant  Comments 
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CN102142078  Method for detecting and identifying 
targets based on component 
structure model 

Chinese ACAD 
Inst. Automation 

Implies using integral 
histogram image and a 
cascade classifier 

WO2012139273  Method of detecting facial attributes 
Intel Corp. 

The face detection is a part 
of the claims but it is not an 
independent claim by itself. 

WO03081532  Method and apparatus for the 
automatic detection of facial features 

Seeing Machines 
Pty. Ltd. 

Comprises the specific 
detection of eyes to help in 
the location of other facial 
regions. 

US2013236070  Automatic face detection and 
parental approval in images and 
video and applications thereof   

DIY Co 
Independent claims include 
the detection of faces from 
minors and requires the 
intervention of a 
representative to request 
permission to approve that 
image. 

WO2008054422  Digital image processing using face 
detection and skin tone information 

Fotonation Vision 
Ltd. 

Besides face detection, the 
independent claim includes 
adjusting some image 
parameters 

WO2012147027  Face location detection Koninkl Philips 
Electronics Nv 

Implies the detection of a 3D 
surface 

US7236615B2 
 

Synergistic face detection and 
pose estimation with energybased 
models 

NEC 
 

Neural network trained to 
map facial images to points 
in a face manifold and non-
face images to points out of 
this manifold. 

WO2013063765  Object detection using extended 
SURF features 

Intel Corp. This is one the most relevant 
patent found, in which they 
protect face detection made 
using gradient images, 
extracting features from the 
gradient images and using a 
cascade classifier. 

US7099510B2 
 

Method and system for object 
detection in digital images 

Hewlett- 
Packard/Compaq 

This is the patent of the 
Viola&Jones method. 
Comprises using a sub 
window to scan the image 
and using a cascade classifier 

 
Table 16: most relevant patents in face detection 

 

In order to find relevant patents related to the face detection problem, the following 

search terms were used: 

T1 T2 T3 T4 
automatic face recognition image 
intelligent facial  video 

 

For these search terms, the resulting search phrase that was used is: 

(automatic OR intelligent) AND (face OR facial) AND (recognition) AND (image OR video) 
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The patent class considered relevant for the patent search was G06K9/00  (Methods or 

arrangements for reading or recognising printed or written characters or for recognising 

patterns, e.g. fingerprints). 

Using these search parameters, the relevant patents found are: 

Patent No. Title  Applicant  Comments 

US8358811 B2 Method and apparatus to 
incorporate automatic face 
recognition in digital image 
collections 

Google Inc. A method and apparatus for 
creating and updating a 
facial image database from a 
collection of digital images. 

EP1565887 A4 Video-based face recognition using 
probabilistic appearance manifolds Honda Motor Co 

Ltd 

The present invention 
comprises a manifold 
recognition module to use a 
sequence of images for 
recognition. 

WO 
2011123334 A1  

Searching digital image collections 
using face recognition Eastman Kodak 

Company 

A method for searching a 
collection of digital images 
on a display screen. 

WO2007016936 
A1 

Automatic biometric identification 
based on face recognition and 
support vector machines 

Baltatu Madalina 
et al. 

Automatic biometric 
identification method based 
on face recognition and 
support vector machines 

WO 
2003030087 A1  

Face recognition through warping 
Koninkl Philips 
Electronics Nv 

A system and method for 
classifying facial images 
from a partial view of a facial 
image 

EP 1590762 A4 A method and or system to perform 
automated facial recognition and 
comparison using multiple 2d facial 
images parsed from a captured 3d 
facial image 

Intelitrac Inc 
A method to perform a facial 
recognition and comparison 
computer system using 
multiple 2D facial images, 
which were parsed from a 
captured 3D facial image. 

 
Table 17: most relevant patents in face recognition 

 

3.5.1. Competitors  

There exist different commercial solutions with very competitive performance, such as the 

Olaworks face detector6, OMRON7, Herta Security8 or Luxand9 or Illuxtech10. The following 

table summarizes the performance of the cited commercial systems: 

System TP FP Test database 
Olaworks 80% 500 FDDB 
OMRON 95% Unknown Unknown 
Herta Security Unknown Unknown Unknown 
Luxand 93.3% 0.1% FERET + Gallery 

database 

                                                             
6 www.olaworks.com 
7 http://www.omron.com/r_d/technavi/vision/okao/detection.html 
8 http://www.hertasecurity.com/es/productos/biosurveillance 
9 http://www.luxand.com/facesdk 
10 http://illuxtech.com/ 

http://www.olaworks.com/
http://www.omron.com/r_d/technavi/vision/okao/detection.html
http://www.hertasecurity.com/es/productos/biosurveillancewww.luxand.com/facesdk
http://www.luxand.com/facesdk
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Illuxtech 70% 500 FDDB 
 

Table 18: main competitors in face recognition 

 

3.5.2. Potential customers  

Among the potential customers of the MAVEN face detection subsystem, we have detected 

the following profiles: 

¶ National and Homeland Security 

¶ Direct Marketing 

¶ Media Producers and Broadcasters 

¶ Robotics companies 

¶ Automotive industry 

¶ Forensics 

3.5.3. SWOT 

Strengths  Weakness 

¶ Module designed from the scratch 
to provide quick search capabilities 
in video and image 

¶ System trained in limited image and 
video material 

Opportunities  Threats  

¶ High demand of face detection 

functionalities 

¶ Current performance of commercial 

products is quite limited 

¶ Wide application of module 
functionality in security, 
authentication and marketing 
applications 

¶ Multiple competitors with 

relatively good performance 

products 

¶ Big companies and research centers 
are investing large budgets in 
developing a highly accurate 
applications, specially for security 
applications  

 

3.6. Object detection and recognition  

3.6.1. Logo recognition  

In order to find relevant patents related to the logo recognition problem, the following 

search terms were used: 

T1 T2 T3 T4 
Logo Detection Recognition  Image 

Trademark Local*  Scene 
Brand   Video  

 

For these search terms, the resulting search phrase that was used is: 
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(logo OR trademark OR brand) AND (detection or local*)  

 AND recognition AND (image OR scene OR video) 

The patent class considered relevant for the patent search was G06K9/00  (Methods or 

arrangements for reading or recognising printed or written characters or for recognising 

patterns, e.g. fingerprints). 

Using these search parameters, the relevant patents found are: 

 

Patent Id  Title  Assignee Comments 

WO2012151755  (A1) 
[G06K9/32]  

Method  for 
trademark 
detection and 
recognition   

Chinese ACAD INST 
Automation [CN] 

(Under evaluation) 

EP2259207 B1 
[G06K9/32]  

Method of 
detection and 
recognition of 
logos in a video 
data stream 

Vicomtech-Visual 
Interaction and 
Communication 
Technologies Center 

Search only logos inscribed in 
regular geometric shapes. Claims 
to be able to process video 
broadcasts in real time. 

WO2013028359 A1, 
US20130045751, 
US20130212094  

Logo detection for 
indoor positioning 

Qualcomm 
Incorporated 

(Under evaluation)  

US 20120263385 A1 Logo or image 
recognition 

Yahoo! Inc. (Under evaluation) 

US 8396296 B2  Brand image 
detection 

Intel Corporation Background – Foreground 
segmentation and feature 

(normalized center moment, 
channel variations, F/B ratio, 

entropy, edge density) are 
extracted. 

 
Table 19:  most relevant patents in logo recognition 

 

3.6.2. Scene Categorization 

In order to find relevant patents related to the scene categorization problem, the following 

search terms were used: 

T1 T2 
Scene Classification 
Image Recognition 

 

For these search terms, the resulting search phrase that was used is: 

(scene OR image) AND (classification OR recognition) 

The patent class considered relevant for the patent search was G06K9/00  (Methods or 

arrangements for reading or recognising printed or written characters or for recognising 

patterns, e.g. fingerprints). 
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Using these search parameters, the relevant patents found are: 

 

Patent Id  Title  Assignee Comments 

US8532400 B1 Scene classification 
for place recognition 

Google Inc. Aspects of the invention pertain to identifying 
whether or not an image from a user’s device is 
of a place. Before undertaking time and resource 
consuming analysis of an image using specialized 
image analysis modules, pre-filtering 
classification is conducted 46isión46n image 
data and metadata associated with the image. 
The metadata may include geolocation 
information. One classification procedure 
analyzes the metadata to perform a high level 
determination as to whether the image is of a 
place. If the results indicate that it is of a place, 
then a further classification procedure may be 
performed, where the image information is 
analyzed, with or without the metadata. This 
process may be done concurrently with a place 
match filtering procedure. The results of the 
further classification will either find a match with 
a given place or not. The output is a place match 
either with or without geolocation information. 

US8264616 B2 Scene classification 
apparatus of video 

Kddi R&D 
Laboratories, 
Inc. 

The present invention provides a scene 
classification apparatus for classifying 
uncompressed or compressed video into various 
types of scenes at low cost and with high 
accuracy using characteristics of a video and 
audio characteristics accompanied by the video. 
When video are compressed data, their motion 
intensity, spatial distribution of motion and 
histogram of motion direction are detected by 
using values of motion vectors of predictive 
coding images existing in respective shots, and 
the respective shots of the video are classified 
into a dynamic scene, a static scene, a slow scene, 
a highlight scene, a zooming scene, a panning 
scene, a 46isión46n46 scene and the like 
46isión46n the motion intensity, the spatial 
distribution of motion, the histogram of motion 
direction and shot density. 

CN101315663 A Nature scene image 
classification 
method 46isión46n 
46isi dormant 
semantic 
characteristic 

University of 
Defense 
Technology 

The invention discloses a method for the 
classification of natural scene images on the basis 
of regional potential semantic feature, aiming at 
carrying out the classification of the natural 
scene images by utilizing the regional potential 
semantic information of the images and the 
distribution rule of the information in space 

US7555165 B2 Method for semantic 
scene classification 
using camera 
metadata and 
content-based cues 

Eastman 
Kodak 
Company 

A method for scene classification of a digital 
image includes extracting pre-determined 
camera metadata tags from the digital image. The 
method also includes obtaining estimates of 
image class 46vision46n the extracted metadata 
tags. In addition, the method includes obtaining 
estimates of image class 46vision46n image and 
producing a final estimate of image class 
46vision46n a combination of metadata-based 
estimates and image content-based estimates. 
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WO2010102515 
A1 

Automatic and semi-
automatic image 
classification, 
annotation and 
tagging through the 
use of image 
acquisition 
parameters and 
metadata 

Hong Kong 
Baptist 
University 

A method for characterizing image contents 
automatically or semi-automatically using image 
acquisition parameters and metadata is 
presented. The method establishes probabilistic 
and deterministic relationships between 
different types of metadata and the semantic 
attributes and contents of images. It furnishes a 
mechanism that enables the automatic and semi-
automatic classification, annotation, tagging, 
indexing, searching, identification or retrieval of 
images 47vision47n their contents, semantic 
properties and metadata characteristics. The 
method uses, but is not limited to, image capture 
metadata such as focal length, exposure time, 
relative 47vision47n, flash information, ISO 
setting, angle of view, subject distance, 
timestamp, GPS information as well as other 
forms of metadata, including but not limited to, 
captions, keywords, headings, tags, comments, 
remarks, titles which may be automatically, 
semi-automatically, or manually generated. The 
present invention can be applied to image 
databases, web searching, personal search, 
community search, broad-based or vertical 
search engines for internet, intranet, extranet or 
other usages. 

US20110026840 
A1 

System and method 
for indoor-outdoor 
scene classification 

Samsung 
Electronics 
Co., Ltd. 

Embodiments include a scene classification 
system and method. In one embodiment, a 
method includes forming a first plurality of 
image features from an input image, processing 
the first plurality of image features in the first 
scene classifier using a set of first sub-classifiers, 
each first sub-classifier determining first 
classification data for one of the first plurality of 
image feature, classifying the image through a 
first final classifier as an indoor scene 47vision 
outdoor scene 47vision47n the first classification 
data, if the image is classified as an outdoor 
scene, forming a second plurality of image 
features from the input image, processing each of 
the second plurality of image features using a set 
of second sub-classifiers, each second sub-
classifier determining second classification data 
for one of the second plurality of image features, 
and classifying the image through a second final 
classifier as an outdoor urban scene 47vision 
outdoor natural scene 47vision47n the second 
classification data. 
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CA2055714 C Scene recognition 
system and method 
employing low and 
high level feature 
processing 

James F. 
Alves 

Image data is processed by a low level feature 
detection processor that extractslow level 
features from an image. This is accomplished by 
converting a matrix of image data into a matrix of 
orthogonalicons that symbolically represent the 
image scene using a predetermined set of 
attributes. The 48isión48n48 icons serve as the 
basis of pro-cessing by means of a high level 
graph matching processor which employs 
symbolicscene segmentation, description, and 
recognition processing that is performed 
subsequent to the low level feature detection. 
This processing generates attribute graphs 
representative of target objects present in the 
image scene. High level graph matching 
compares predetermined attributed reference 
graphs to the sensed graphs to produce a best 
common subgraph between the two 48vision48n 
the degree of similarity between the two graphs. 
The high level graph matching generates a 
recognition 48vision48n 48vision48n the value 
of the degree of similarity and a predetermined 
threshold. The output of the high level graph 
matching provides data from which a target 
aimpoint is determined, and this aimpoint is 
coupled as an input to a missile guidance system 
that tracks identified targets. 

US2013300939 
A1 

System and method 
for joint speaker and 
scene recognition in 
a video/audio 
processing 
environment 

CISCO Tech. 
Inc. 

An example method is provided and includes 
receiving a media file that includes video data 
and audio data; determining an initial scene 
sequence in the media file; determining an initial 
speaker sequence in the media file; and updating 
a selected one of the initial scene sequence and 
the initial speaker sequence in order to generate 
an updated scene sequence and an updated 
speaker sequence respectively. The initial scene 
sequence is updated 48vision48n the initial 
speaker sequence, and wherein the initial 
speaker sequence is updated 48vision48n the 
initial scene sequence. 

    

 
Table 20: most relevant patents in scene categorization 

 

3.6.3. Competitors  

The main competitors for the MAVEN scene categorization subsystem are the following: 

Tool Company Website Notes 

IMPALA 
EUVISION 

Technologies 

http://www.euvt.eu 

 

IMPALA is targeted on “concept” 
retrieval: concepts can be specific 
categories of objects (e.g. cats, 
cars, dogs) but also scenes (e.g. 
landscapes, kitchens, swimming 
pools). IMPALA ranked 1st in the 
2013 TRECVID competition, with a 
mean average precision of 0.32. 
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Rekognition Orbeus Inc http://rekognition.com 

Rekognition brings together 
several functionalities such as 
scene understanding 
(approximately 20 categories, 
mainly outdoors) ,  object  
(concept) ,recognition, face 
detection and recognition. 

Omniperception 
Magellan 

Digital 
Barriers 

http://www.digitalbarriers.
com/omniperception-

magellan/ 

The Magellan platform is a 
flexible automatic brand and 
logo measurement system that 
is capable of analysing footage 
from a broad range of video 
inputs. 

Logo 
Recognition 

Orpix http://www.orpix-inc.com - 

LogoTrace 31Hex 
http://www.31hex.com/pro

ducts/ 

LogoTrace is a library of high-
speed, proprietary Logo 
Recognition Algorithms. 

Object 
Recognition 

Image 
Graphics 

Video 

http://imagegraphicsvideo.
com - 

 

3.6.4. Potential customers  

Among the potential customers of the MAVEN Object Detection and Recognition 

subsystem, we have detected the following profiles: 

¶ National and Homeland Security 

¶ Advertising industry. 

¶ Media Broadcasters (for auditing purposes) 

¶ Automotive industry 

¶ Forensics 

¶ Media Producers 

¶ Robotics companies 

3.6.5. SWOT 

Strengths  Weakness 

¶ Module designed from the scratch 
to provide quick search capabilities 
in video and image 

¶ System trained in limited image and 
video material 

Opportunities  Threats  

¶ Wide application of module 
functionality in security and 
advertising applications 

¶ Multiple competitors with 
relatively good performance 
products 

¶ Big companies and research centers 
are strongly investing in developing 
highly accurate applications  
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4. Databases identification  

4.1. Image source identification  

Evaluations of passive and active techniques for image source identification are two 

completely different tasks. Most noticeably, active techniques always introduce some 

distortion into the image, so that measuring the (perceptual or objective) impact of this 

distortion is important in order to assess the performance of the algorithm. In most cases, 

stronger distortion allows higher robustness, so that the watermark can still be 

extracted/detected in presence of malevolent or involuntary attacks, or higher capacity, so 

that more payload can be embedded. For these reasons, performance of watermarking 

methods must be evaluated as a the trade-off between these parameters, and this is not 

trivial. On the other hand, passive techniques for image source identification are usually 

evaluated in terms of accuracy and robustness to involuntary processing, like JPEG 

compression. 

For a long time period, there has been a lack of widely accepted methods for the 

evaluation of watermarking algorithms, especially concerning robustness evaluation. An 

important step was taken in 1997, when the Stirmark benchmark was made available to 

the community. It allowed to automatically perform a chain of processing operations on 

watermarked images, so to test the robustness of the watermarking scheme 

[Petitcolas2000]. Stirmark kept improving and it is today at the 4.0 version 

(http://www.petitcolas.net/fabien/watermarking/stirmark/). It can be considered the 

best choice for testing robust schemes for image watermarking. 

Concerning passive techniques, the only well known image database devised for camera-

based image forensic techniques is the Dresden Image Database (http://forensics.inf.tu-

dresden.de/ddimgdb/news). Authors collected over 14.000 images of indoor/outdoor 

scenes using 73 digital cameras, drawn from 25 different models, with up to 5 different 

devices for the same camera model. Moreover, additional images to be used for estimating 

the sensor noise of each camera have been collected, specifically 50 dark frame images 

and 50 flat field images for each device. It is to be noticed that all the images in the dataset 

are authentic (i.e., not manipulated). Images have been manually annotated, for example 

by assigning tags that describe the visual quality of the image (e.g. “blurred”, “saturated” 

etc.). 

Results obtained on this dataset may be evaluated using different techniques, from simply 

calculating the percentage of images that are correctly assigned to their originating device 

to a more descriptive confusion matrix, which better highlights the more likely 

mismatches. 

 

http://www.petitcolas.net/fabien/watermarking/stirmark/
http://forensics.inf.tu-dresden.de/ddimgdb/news
http://forensics.inf.tu-dresden.de/ddimgdb/news
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4.2. Image integrity verification  

Creating shared datasets for testing image integrity verification algorithms is a very 

challenging task, mainly because of: 

¶ the time-consuming nature of creating a credible splicing 

¶ the extremely wide set of possibilities that can be used to create a forgery (e.g., 

what software to use, which filters, and so on) 

¶ the fact that different image forensic algorithms search for different footprints, 

that are usually left by a specific kind of forgery procedures. 

Notwithstanding that, some datasets have been made available to the community: 

¶ The Columbia Image Splicing Detection Evaluation Dataset  

This dataset, available at 

http://www.ee.columbia.edu/ln/dvmm/downloads/AuthSplicedDataSet/AuthSplice

dDataSet.htm, contains 933 authentic and 912 spliced image blocks, all having size 

128x128 pixels. Blocks have been extracted from images in CalPhotos 

database (http://elib.cs.berkeley.edu/photos/). Splicing have been created both along 

object boundaries, so to simulate a “realistic process” and along vertical/horizontal 

strips, thus resulting in meaningless content. Some splicing are made using different 

blocks as source, while other are obtained by copy-pasting part of the same block. 

Blocks are classified according to their content, e.g. distinguishing between textured 

and smooth blocks. 

The main, drawback of this dataset is the very low dimension of blocks that strongly 

limits the applicability of statistical-based tools. 

¶ The Columbia Image Splicing Detection Evaluation Dataset  

The dataset contains 180 spliced and 183 authentic images in uncompressed format 

(TIFF and BMP formats), available at 

http://www.ee.columbia.edu/ln/dvmm/downloads/authsplcuncmp/, contains 180 

spliced and 183 authentic images in uncompressed format (TIFF and BMP formats are 

used). The image sizes range from 757x568 to 1152x768 pixels. The spliced images 

are created using the authentic images, without any post processing (e.g., without 

smoothing object boundaries or adjusting their colour/contrast). Full EXIF 

information is included in authentic images. All images have been taken using 4 

different cameras, and spliced images are created mixing pictures from different 

cameras. Ground truth masks are provided that not only distinguish between pixels 

coming from different originating images, but also highlights regions that are near to 

the splicing boundary. 

¶ IEEE IFS-TC Image Forensics Challenge  

The First Image Forensics Challenge is an international competition organized by the 

IEEE Information Forensics and Security Technical Committee (IFS-TC) that took 

http://www.ee.columbia.edu/ln/dvmm/downloads/AuthSplicedDataSet/AuthSplicedDataSet.htm
http://www.ee.columbia.edu/ln/dvmm/downloads/AuthSplicedDataSet/AuthSplicedDataSet.htm
http://elib.cs.berkeley.edu/photos/
http://www.ee.columbia.edu/ln/dvmm/downloads/authsplcuncmp/


 
 
D2.1 -- Background review and market analysis  53 
 

 

place in 2013. The image corpus, available at 

http://ifc.recod.ic.unicamp.br/fc.website/index.py?sec=5, comprises several original 

images captured from different digital cameras with various scenes either indoor or 

outdoor. The images are divided into images called "pristine" or "never manipulated" 

and images called "forged" or "fakes". The "forged" images comprise a set of different 

manipulation techniques such as copy/pasting and splicing with different degrees of 

photorealism. All the pristine and fake images are divided into a training and a testing 

set. In the training set the images are provided along with its corresponding class and 

mask. The ground truth for images in the testing set is still not available to the 

community (it was used to compute the score obtained by teams). 

A possible drawback of this dataset is that all the images have been saved using 

Portable Network Graphics (PNG) format; furthermore most images in the test set 

underwent a final resizing operation. This limits the applicability of a great deal of 

existing image forensic tools (e.g., JPEG-based ones), and is also not very 

representative of realistic scenarios (most images are nowadays stored in JPEG 

format).  

 

¶ Image dataset for localization of double JPEG compression  

This dataset, available at http://lesc.det.unifi.it/en/node/204 is made of automatically 

spliced JPEG images. Splicing are obtained starting both from uncompressed and JPEG 

compressed images, and the resulting image is stored as JPEG. 

Therefore, in the resulting images part of the pixels underwent a double JPEG 

compression. The dataset is sub-divided according to: i) the size of the spliced region 

(15/16, 1/2 and 1/16 of the total size of the image) and ii) the kind of double 

compression undergone by pixels (aligned versus not-aligned double JPEG 

compression).  

For each image, the quality factors employed for the first and the second compression 

are annotated, together with the shift of the JPEG grid between the two compression 

(only for the not-aligned case). 

 

4.3. Video integrity verification  

The only available dataset for testing video integrity verification techniques is the SULFA 

(Surrey University Library for  Forensic Analysis ) database, available at 

http://sulfa.cs.surrey.ac.uk/forged.php. The database originally contained only five 

doctored videos (captured with two different camcorders), where objects had been 

removed from the original scene. The database has been recently integrated with other 10 

forged videos from a work by Bestagini et al [Bestagini2013]. This dataset is devoted to 

testing intra-frame forgery localization/detection techniques, while no temporal (e.g., 

http://ifc.recod.ic.unicamp.br/fc.website/index.py?sec=5
ftp://lesc.dinfo.unifi.it/pub/Public/JPEGloc/
http://lesc.det.unifi.it/en/node/204
http://sulfa.cs.surrey.ac.uk/forged.php
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removal or insertion of whole frames) manipulation has been applied. In most cases, 

objects have been removed by simply copying part of a frame in the successive frames. 

 

4.4. Text Localization  and Recognition  

4.4.1. Text Localization  

Review of ICDAR 2013 Competition and Dataset 

The ICDAR 2013 dataset is taken from ICDAR 2013 Robust Reading Competition Challenge 

2: "Reading Text in Scene Images" [ICDAR2013ch2]. The challenge is set up around three 

tasks: Text Localization, Text Segmentation, and Word Recognition. We will focus on the 

first one. While scene and born-digital text images appear on the surface very similar to 

each other, at the same time they are clearly different. Born-digital images are inherently 

low-resolution (made to be transmitted online and displayed on a screen) and text might 

suffer from compression artefacts and severe anti-aliasing. Scene text images on the other 

hand are usually captured by high-resolution cameras and present high illumination 

variability and perspective problems. 

The ICDAR dataset is the most widely used database for text localization evaluation. It is 

divided in two sets, one for training purposes and one for testing, in the following manner: 

¶ 233 text files with text localisation bounding boxes for the images of the test set. 

¶ 233 images that comprise the test set. 

¶ 229 images that comprise the training dataset. 

¶ 229 Text files (one per image) with the bounding boxes for the training set. 

The performance measure used for text localization in natural scenes is usually the 

harmonic mean between precision and recall (F1-Score), as proposed in [Wolf2006]. 

Additional Datasets  

Besides the ICDAR dataset, there are other databases for assessing text detection 

performance, which are summarized in the following table: 

 

Data set Reference Attribute Disclaimer 
/License 

ICDAR 2011 dataset: 
Born -digital images  

[ICDAR2011-A] 420 images that comprise the training 
dataset plus 102 images that comprise 
the test set for text localisation and text 
segmentation 

 

ICDAR 2011 dataset: 
Scene Images 

[ICDAR2011-B] 485 images containing text in a variety 
of colours and fonts on many different 
backgrounds and in various 
orientations. 

 

ICDAR 2003 dataset [ICDAR2003] 258 annotated images in the train set  
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plus 251 images for testing. Annotations 
include word location and text 
segmentation information.  

NEOCR Natural 
Environment OCR 
dataset  

[NEOCR] 659 real world images with 5238 
annotated bounding boxes (text fields). 
The dataset covers a broad range of 
characteristics which distinguish real 
world images from scanned documents.  

Acknowledge & 
cite authors 

KAIST Scene Text 
Database 

[KAIST] 3000 images captured in different 
environments, including outdoors and 
indoors scenes under different lighting 
conditions (clear day, strong artificial 
lights, etc). 

Creative 
Commons 

The Chars74K dataset  [Chars74K] Scene images Acknowledge & 
cite authors 

SVT The Street View 
datasets 

[SVT] Harvested from Google Street View. 
Image text in this dataset exhibits high 
variability and often has low resolution  

- 

MSRA Text Detection 
500 Database 

[MSRA-TD500] Multilingual image dataset with 
horizontal as well as skewed and slant 
texts. 

Acknowledge & 
cite authors 

SVHN The Street View 
House Numbers Dataset 

[SVHN] Small cropped digits whose 
backgrounds are not so complex as 
previous data sets  

- 

 
Table 21: most relevant databases for assessing text detection performance 

 

4.4.2. Text Recognition  

The most widely used corpus for the evaluation of Text Recognition in natural scene images is 

the dataset of ICDAR competition. From the edition 2003 the Robust Reading Competition a 

specific challenge for natural scene images has been introduced. The aim of the word 

recognition task is to recognize cropped word images of scene text independently from text 

localization accuracy (cropping was done based on ground-truth word bounding boxes). The 

characteristics of this corpus (2011 and 2013 edition) have been reported below together with 

those of other corpuses for the evaluation of Text Recognition in natural scene images:  

 

Data set Reference Attribute Disclaimer 
/License 

ICDAR 2011 dataset [ICDAR2011-B] 
It consists of 1564 word images 
extracted from 485 images containing 
text in a variety of colours and fonts on 
many different backgrounds and in 
various orientations. It extends the 
corpus of 2003 and 2005. 

 

ICDAR 2013 dataset [ICDAR2013] It consists of 848 (train) + 1095 (test) 
word images extracted from 462 images 
(several duplicated images of 2011 has 
been removed). 

 

SVT The Street View 
datasets 

[SVT] Harvested from Google Street View. 
Image text in this dataset exhibits high 

- 
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variability and often has low resolution. 
350 total images, collected from 20 
different cities by Google Street View, 
and 725 total labelled words. The data 
is splitted into a training set of 100 
images and test set of 250 images, 
resulting in 211 (train) and 514 (test) 
words. 

SVHN The Street View 
House Numbers Dataset 

[SVHN] Real-world image dataset of house's 
numbers (10 classes: 0,1,...,9 ) 
subdivided in: 73257 digits for training, 
26032 digits for testing, and 531131 
additional, somewhat less difficult 
samples, to use as extra training data. 
The corpus came in two formats: 
original images (with character 
bounding boxes) and 32-by-32 images 
centered around a single character. 

- 

The Chars74K dataset [Chars74K] Over 74K images of single characters 
(which explains the name of the 
dataset). In particular it contains 64 
classes (0-9, A-Z, a-z), 7705 characters 
obtained from natural images,  3410 
hand drawn characters using a tablet PC 
and 62992 synthesised characters from 
computer fonts. 

Acknowledge & 
cite authors 

    
NEOCR Natural 
Environment OCR 
dataset  

[NEOCR] 659 real world images with 5238 
annotated bounding boxes (text fields). 
The dataset covers a broad range of 
characteristics which distinguish real 
world images from scanned documents.  

Acknowledge & 
cite authors 

 
Table 22: most relevant databases for evaluating text recognition performance 

 

4.5. Spoken keyword detection  

¶ TIMIT11: It’s one of the oldest and most used databases for developing keyword 

spotting systems. TIMIT contains broadband recordings of 630 speakers of eight 

major dialects of American English, each reading ten phonetically rich sentences. 

The TIMIT corpus includes time-aligned orthographic, phonetic and word 

transcriptions as well as a 16-bit, 16 kHz speech waveform file for each utterance. 

Corpus design was a joint effort among the Massachusetts Institute of Technology 

(MIT), SRI International (SRI) and Texas Instruments, Inc. (TI). 

¶ Buckeye corpus12: The Buckeye Corpus of conversational speech contains high-

quality recordings from 40 speakers in Columbus (Ohio) conversing freely with an 

interviewer. The speech has been orthographically transcribed and phonetically 

labelled. The sound files and the corresponding written transcriptions were input 

to an automatic phonetic transcription program, Entropics Aligner. Aligner uses 

acoustic phone models that were trained on the TIMIT corpus of spoken English. 

                                                             
11 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC93S1 
12 http://www.buckeyecorpus.osu.edu/ 

http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC93S1
http://www.buckeyecorpus.osu.edu/
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Errors in the automatic alignment of words and phones produced by Aligner are 

corrected by phonetically trained research assistants. The audio files in this corpus 

are 16-bit, 16 kHz monophonic waveform files. 

¶ British National Corpus Spoken Audio13: This corpus contains a selection of audio 

files from the spoken part of the British National Corpus14, digitized from the 

analogue audio cassette tapes deposited at the British Library Sound Archive, 

together with associated transcription and annotation files created during the 

Mining a Year of Speech15 project. The audio files in this corpus are 16-bit, 1-

channel (monophonic) .wav files, with sampling rate 16,000 samples per second. 

¶ CALLHOME16: The CALLHOME Spanish corpus of telephone speech consists of 

120 unscripted telephone conversations between native speakers of Spanish. All 

calls, which lasted up to 30 minutes, originated in North America and were placed 

to international locations. Most participants called family members or close 

friends. The audio files in this corpus are sampled 8 kHz and have two channels. 

¶ Albayzin corpus17: This corpus consists of 3 sub-corpora of 16 kHz 16 bits signals, 

recorded by 304 Castilian speakers. The 3 sub-corpora are: 

o Phonetic corpus: 6,800 utterances of phonetically balanced sentences, 

including 1000 with phonetic segmentation. 

o Geographic corpus: 6,800 utterances of sentences extracted from a Spanish 

geographic database. 

o "Lombard" corpus: 2,000 utterances from various corpora. 

¶ Speechocean’s Spain Spanish speech recognition Database (210 Speakers)18: This 

Spain Spanish desktop speech recognition database was collected by 

Speechocean’s project team in Spain. It contains the voices of 210 different native 

speakers (who were balanced distributed in Age(mainly 16 – 30,31 – 45,46 – 60), 

Gender(102 males, 108 females) and regional accents (for the details, please see 

the technical document). The script was specially designed to provide material for 

both training and testing of many classes of speech recognizers, each speaker will 

be recorded in a quiet office environment and 500 utterances and spontaneous 

which includes 13 categories and about 40 sub-categories such as contact names, 

directory assistant names, application words, album titles, query words, etc. were 

recorded for each speaker. The speech data are stored as sequences of 16 kHz, 16 

bit and uncompressed. A pronunciation lexicon with a phonemic transcription in 

SAMPA is also included. The pure recording hour will be 92.9 hours. 

¶ Speechocean’s Spain Spanish speech recognition Database (50 Speakers)19: This 

database collection is a desktop speech database collected by SpeechOcean which 

is performed in a quiet office environment in Spain. The database contains the 

recordings of 49,998utterances of Spain speech data which were from 50 speakers 

which were recorded in a quiet office room through two professional 
                                                             
13 http://www.phon.ox.ac.uk/SpokenBNC 
14 http://www.natcorp.ox.ac.uk/ 
15 http://www.phon.ox.ac.uk/mining 
16 http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC96S35 
17 http://catalog.elra.info/product_info.php?products_id=746&osCsid=7a272af9a54b96add9f69ac305a7ed28 
18 http://www.speechocean.com/en-ASR-Corpora/795.html 
19 http://www.speechocean.com/en-ASR-Corpora/815.html 

http://www.natcorp.ox.ac.uk/
http://www.phon.ox.ac.uk/mining
http://catalog.ldc.upenn.edu/Catalog/docs/LDC96S35/index.html
http://www.phon.ox.ac.uk/SpokenBNC
http://www.ldc.upenn.edu/Catalog/catalogEntry.jsp?catalogId=LDC96S35
http://www.speechocean.com/en-ASR-Corpora/795.html
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microphones. The pure recording length is about 50 hours for two channels. All 

speakers are native speakers from Spain who were demographic balanced 

according to age distribution (16~30, 31~45, 46~60), Gender (28 Males, 22 

Females) and regional accents. The script was specially designed to provide 

material for both training and testing of many classes of speech recognizers. The 

script of each speaker contains 500 utterances covering 13 categories and 35 sub-

categories with grammars such as digits, contact name, telephone number, 

application words, directory assistant names, media words, phonetically rich 

sentences, phonetically rich words and etc. The speech data are stored as 

sequences of 48 kHz, 16 bit and uncompressed PCM format. The pure recording 

time is about are about 100 hours. All the speech was manually transcribed and 

labelled. A pronunciation lexicon with a phonemic transcription in SAMPA is also 

included. 

¶ Spanish Speech Corpus 1 (Appen) 20: The Spanish Speech Corpus 1 contains the 

recordings of 200 native Spanish speakers (100 males, 100 females) recorded in 

an office and a closed public place, over 4 channels, in a range of low to medium 

background noise environments (Plantronics Audio 10 (computer/desk mic), 

Shure SM58 (desk mounted dynamic mic), Shure Beta 53 (headset mic) and 

Andrea DA-400 (array mic)). The data collection and transcription were 

performed by Appen (Australia). Speech samples are stored as sequences of 16-bit 

22.05 kHz PCM in uncompressed WAV files. Each speaker read the following items 

(prompted): 

Á 100 command words. 

Á 100 phonetically rich sentences. 

¶ The following age distribution has been obtained: 75 speakers are between 18 and 

19, 114 are between 20 and 30, and 11 are between 31 and 45. Information about 

the speakers? Place of birth is included. The database is provided with 

orthographic transcriptions in SAMPA, including canonical and alternative 

pronunciation, and syllable, stress and acoustic events markings. All transcriptions 

were segmented at the utterance (sentence/command word) level, annotated at 

the word level and checked manually. A pronunciation lexicon including 3,748 

headwords (plus variants) is also available. This database is aimed to be used 

within speech recognition and voice control applications. 

¶ Spanish Speechdat 21: The SpeechDat(M) Spanish database contains the 

recordings of 1,002 Spanish speakers (508 males, 494 females), recorded over the 

Spanish fixed telephone network.  Speech samples are stored as sequences of 8-bit 

8 kHz A-law speech files (before compression). The following age distribution has 

been obtained: 530 speakers are between 15 and 29 years old, 283 speakers are 

between 30 and 45, 156 speakers are between 46 and 60, and 23 speakers are 

over 60; the age of 10 speakers is unknown. A pronunciation lexicon with a 

phonemic transcription in SAMPA is also included. 

                                                             
20 http://catalog.elra.info/product_info.php?products_id=2 
21 
http://catalog.elra.info/product_info.php?products_id=721&osCsid=9289223575b55f27c187a5a97951476a 
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¶ EUROM.122: The first really multilingual speech database produced in Europe. 

Equivalent corpora for each of the European languages: same number of speakers 

selected in the same way, and recorded in the same conditions with common file 

formats. Initially eight European countries have made recordings: Italy, United 

Kingdom, Germany, Netherlands, Denmark, Sweden, Norway, and France. 

Additional recordings have been then completed (thanks to CEE Esprit Project 

SAM-A), in Greece, Spain and Portugal. The content consists of Numbers, Passages, 

Sentences and CVC. More than sixty speakers per language. 

 

4.6. Face Detection  and Recognition  

4.6.1. Face Detection 

In order to train and test face detection systems the used databases play a key role. To test the 

performance, the two mainly used databases are FDDB and CMU+MIT databases. The 

following table contains a summary of the databases that can be used to train or test face 

detection systems: 

 
Table 23: most relevant databases for face detection 

4.6.2. Face Recognition  

Database Location  Description  

Colour  

FERET 

http://www.nist.gov/itl/iad/ig/co The images were collected in a semi-controlled 
environment. To maintain a degree of 

                                                             
22 
http://catalog.elra.info/product_info.php?products_id=528&osCsid=e682925cbc0378057a1cb911c485ad67 

 

Database Location  

CMU+MIT http://vasc.ri.cmu.edu//idb/html/face/frontal_images/index.html 

CMU http://vasc.ri.cmu.edu//idb/html/face/profile_images/index.html 

FDDB http://vis-www.cs.umass.edu/fddb/ 

LFW http://vis-www.cs.umass.edu/lfw/ 

Yale B+ http://cvc.yale.edu/projects/yalefaces/yalefaces.html 

Genki  http://mplab.ucsd.edu/wordpress/?page_id=398 

WDref  https://skydrive.live.com/?cid=d472c693301b900f&id=D472C693301B900F%211
09&authkey=!AHC4sGY3p8_xNAA 

https://skydrive.live.com/?cid=d472c693301b900f&id=D472C693301B900F%21109&authkey=!AHC4sGY3p8_xNAA
https://skydrive.live.com/?cid=d472c693301b900f&id=D472C693301B900F%21109&authkey=!AHC4sGY3p8_xNAA
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Database lorferet.cfm consistency throughout the database, the same 
physical setup was used in each photography 
session. Because the equipment had to be 
reassembled for each session, there was some 
minor variation in images collected on different 
dates. The database contains 1564 sets of images 
for a total of 14,126 images that includes 1199 
individuals and 365 duplicate sets of images. A 
duplicate set is a second set of images of a 
person already in the database and was usually 
taken on a different day. For some individuals, 
over two years had elapsed between their first 
and last sittings, with some subjects being 
photographed multiple times. 

SCface - 

Surveillance 

Cameras 

Face 

Database 

http://www.scface.org/ It is a database of static images of human faces. 
Images were taken in uncontrolled indoor 
environment using five video surveillance 
cameras of various qualities. Database contains 
4160 static images (in visible and infrared 
spectrum) of 130 subjects. Images from different 
quality cameras mimic the real-world conditions 
and enable robust face recognition algorithms 
testing, emphasizing different law enforcement 
and surveillance use case scenarios. SCface 
database is freely available to research 
community. 

Multi -PIE http://www.multipie.org/ The PIE database, collected at Carnegie Mellon 
University in 2000, has been very influential in 
advancing research in face recognition across 
pose and illumination. Despite its success the PIE 
database has several shortcomings: a limited 
number of subjects, a single recording session 
and only few expressions captured. To address 
these issues researchers at Carnegie Mellon 
University collected the Multi-PIE database. It 
contains 337 subjects, captured under 15 view 
points and 19 illumination conditions in four 
recording sessions for a total of more than 
750,000 images. 

Yale Face 

Database 

http://vision.ucsd.edu/content/ya

le-face-database 

It contains 165 greyscale images in GIF format of 
15 individuals. There are 11 images per subject, 
one per different facial expression or 
configuration: center-light, w/glasses, happy, 
left-light, w/no glasses, normal, right-light, sad, 
sleepy, surprised, and wink. 

Yale Face 

Database B 

http://vision.ucsd.edu/~leekc/Ext

YaleDatabase/ExtYaleB.html 

It contains 5760 single light source images of 10 
subjects each seen under 576 viewing conditions 
(9 poses x 64 illumination conditions). For every 
subject in a particular pose, an image with 
ambient (background) illumination was also 
captured. 

PIE 

Database, 

CMU 

http://www.ri.cmu.edu/research_

project_detail.html?project_id=418

&menu_id=261 

A database of 41,368 images of 68 people, each 
person under 13 different poses, 43 different 
illumination conditions, and with 4 different 
expressions. 

Project - 

Face In 

Action (FIA) 

Face Video 

http://amp.ece.cmu.edu/projects/
FIADataCollection/ 

Capturing scenario mimics the real world 
applications. Six cameras capture human faces 
from three different angles. Three out of the six 
cameras have smaller focus length, and the other 
three have larger focus length. Plan to capture 
200 subjects in 3 sessions in different time 
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Database, 

AMP, CMU 

period. For one session, both in-door and out-
door scenario will be captured. User-dependent 
pose and expression variation are expected from 
the video sequences. 

AT&T "The 
Database of 
Faces" 
(formerly 
"The ORL 
Database of 
Faces") 

http://www.cl.cam.ac.uk/research
/dtg/attarchive/facedatabase.htm
l 

Ten different images of each of 40 distinct 
subjects. For some subjects, the images were 
taken at different times, varying the lighting, 
facial expressions (open / closed eyes, smiling / 
not smiling) and facial details (glasses / no 
glasses). All the images were taken against a 
dark homogeneous background with the subjects 
in an upright, frontal position (with tolerance for 
some side movement). 

Labeled 
Faces in the 
Wild Home  

http://vis-
www.cs.umass.edu/lfw/index.htm
l 

The dataset contains more than 13,000 images of 
faces collected from the web. Each face has been 
labelled with the name of the person pictured. 
1680 of the people pictured have two or more 
distinct photos in the data set. The only 
constraint on these faces is that they were 
detected by the Viola-Jones face detector 

 
Table 24: most relevant databases for face recognition 

 

Many others databases are available at http://www.face-rec.org/databases/ 

 

4.7. Scene Categorization 

To test the performance of the scene classification algorithms, one of the last used 

databases is the SUN Database. The following table contains a summary of other databases 

that can be used to train or test scene classification systems. 

Database Location  Attribute  Characteristic  

http://www.face-rec.org/databases/
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SUN 
Database 

http://groups.csail.mit.edu/vision/SUN/ 
 Scene-centred 

Datasets 

360-SUN 
Database 

http://sun360.mit.edu/ 
 Scene-centred 

Datasets 

ISR 
Database 

[http://web.mit.edu/torralba/www/indoo
r.html 

 Scene-centred 
Datasets 

Caltech – 
101 

http://www.vision.caltech.edu/Image_Data
sets/Caltech101/ 

 Object-centred 
Datasets 

Granz [Opelt2004] 
 Object-centred 

Datasets 

Caltech – 
256 

http://authors.library.caltech.edu/7694/ 
 Object-centred 

Datasets 

Torralba  [Torralba2008] 
 Object-centred 

Datasets 

8-categories 
dataset  

http://people.csail.mit.edu/torralba/code/
spatialenvelope/ 

highway ( 260 
images), inside 
of cities (308 
images), tall 
buildings (356 
images), 
streets (292 
images), forest 
(328 images), 
coast (360 
images), 
mountain (374 
images), open 
country (410 
images) 

 

13-
categories 
dataset  

http://vision.stanford.edu/resources_links.
html 

8 + 
suburb 
residence (241 
images), 
bedroom (174 
images), 
kitchen (151 
images), living 
room (289 
images), office 
(216 images) 

 

15-
categories 
dataset  

[Lazebnik2006] 
13 + 
Industrial, 
Store 

 

 
Table 25: most relevant databases for scene categorization 
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4.8. Object detection and recognition  

Most of the datasets listed in the previous section on Scene categorization are “object 

oriented” and can be consequently used to test object detection and recognition 

algorithms.  In this sense are particularly worth to mention the Caltech-101, the Caltech-

256, the Granz, and the Torralba datasets. In addition to these, the following datasets can 

be considered as well: 

Database Location  Descrip tion  

Pascal VOC 
datasets 

http://pascallin.ecs.soton.ac.uk/c
hallenges/VOC/  

Datasets of the PASCAL VOC challenges from 
2005 to 2012. The aim of this project and its 
challenges was: 
- Providing standardised image data sets for 
object class recognition; 
- Providing a common set of tools for accessing 
the data sets and annotations; 
- Enabling evaluation and comparison of 
different methods 
 

MIT-CSAIL 
Database of 
Objects and 
Scenes 

http://web.mit.edu/torralba/ww
w/database.html  

This database includes indoor and outdoor 
objects in office and urban environments. The 
database contains thousands of images (static 
and sequences), with about 2500 annotated 
frames  

Label-Me 
 

http://labelme.csail.mit.edu  

Table 26: most relevant databases for object detection and recognition 

 

4.9. Logo detection and recognition  

There are many datasets for logo recognition but few of them use logos on natural images, 

have reasonable size and are freely available. The more interesting are: 

Database Location  Description  Disclaimer 
/License  

BelgaLog

os dataset 

http://www-

sop.inria.fr/members/

Alexis.Joly/BelgaLogos

/BelgaLogos.html 

The dataset is composed of 10,000 images covering 
all aspects of life and current affairs: politics and 
economics, finance and social affairs, sports, culture 
and personalities. The images of BelgaLogos 
dataset have been provided and are copyrighted by 
BELGA press agency. All images are in JPEG format 
and have been re-sized with a maximum value of 
height and width equal to 800 pixels, preserving 
aspect ratio. The 10,000 images of BelgaLogos 
dataset have been manually annotated and global 
and local ground truth is provided. 

Freely 
available for 
research 
purpose only. 

Flickr 
BelgaLog
os 
Dataset 

http://www-
sop.inria.fr/members/
Alexis.Joly/BelgaLogos
/FlickrBelgaLogos.htm
l 

It extends the Belga Logo data set by cutting and 
pasting the cropped logos of BelgaLogos into a 
dataset of 10K distractor images crawled from 
Flickr 

Freely 
available for 
research 
purpose only. 

Flickr http://image.ntua.gr/i The Flickr Logos 27 dataset is an annotated logo Acknowledge 

http://pascallin.ecs.soton.ac.uk/challenges/VOC/
http://pascallin.ecs.soton.ac.uk/challenges/VOC/
http://web.mit.edu/torralba/www/database.html
http://web.mit.edu/torralba/www/database.html
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Logos27 va/datasets/flickr_log
os/ 

dataset downloaded from Flickr and contains 
more than four thousand classes in total. It 
consists of three image collections/sets. The 
training set contains 810 annotated images, 
corresponding to 27 logo classes/brands (30 
images for each class). The distractor set contains 
4207 logo images/classes that depict, in most 
cases, clean logos. The query set consists of 270 
images. There are five images for each of the 27 
annotated classes, summing up to 135 images that 
contain logos. 

& cite authors 

+ Yahoo Terms 

of Use for 

using the 

images. 

Flickr 
Logos32 http://www.multimed

ia-

computing.de/flickrlog

os/ 

The dataset FlickrLogos -32  contains photos 

showing brand logos and is meant for the 

evaluation of logo retrieval and multi-class logo 

detection/recognition systems on real-world 

images. We collected logos of 32 different logo 

brands by downloading them from Flickr. All logos 

have an approximately planar surface. The whole 

dataset is split into three disjoint subsets. The 

training set - consists of 10 images per class (320 

total) that were hand-picked such that these 

consistently show a single logo under various 

views with as little background clutter as possible. 

The other two (validation and test/query set) 

contain 30 images per class (3920 total). NOTE: 

while there is some overlap with Flickr27 it is 

largely different and results for these different 

datasets are not comparable.  

Acknowledge 
& cite authors 
+ Yahoo Terms 
of Use for 
using the 
images 

Table 27: Most relevant databases for logo detection and recognition 
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