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1 During the project, PLAYENCE has undertaken an internal rebranding process adopting a new logo 
and name (from PLAYENCE to TAIGER).  The purpose for rebranding is two-fold: 1) bring current an 
out-dated image (e.g. in the United States some customers pointed out that the former name of the 
ÃÏÍÐÁÎÙ ÒÅÓÅÍÂÌÅÓ ÔÈÅ ȰÇÁÍÉÎÇ ÆÉÅÌÄȱɊȠ ςɊ ÅØÔÅÎÄÉÎÇ ÔÈÅ ÍÉÓÓÉÏÎ ÏÆ ÔÈÅ ÃÏÍÐÁÎÙ ɉÉÎ ÐÁÒÔÉÃÕÌÁÒȟ ÄÕÅ 
to new technology owned by the company such as the modules from the MAVEN project and others 
internally developed). Notice that the former name -and short name- of the company 
(PLAYENCE/PLY) is used throughout this document to maintain consistency with previous 
documentation and deliverables. 
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1. Introduction  

This deliverable includes a definition of the test plan for each MAVEN tool and the system 

prototype, and the evaluation of the test results obtained during WP7, compared to the 

requirements defined in WP2. The system usability and performance achieved according to 

the test plan is reported, as well as a general evaluation of the possibilities of the system in 

target scenarios. 

This document is structured as follows: 

- Section 2 (Definition of the Test Plan ) describes in detail the Test Plan designed to 

validate the correct operation of each of the different tools and to assess fulfilment  

of the defined requirements. 

- Section 3 (Test Performance) summarizes the performance achieved by the 

different tools during the validation phase. Remarks on the behaviour of each tool 

in the test environment are included and found issues are detailed. 

- Section 4 (Test Evaluation ) analyses the obtained results during the validation 

stage from the point of view of the defined use cases, including a report of the degree 

of fulfilmen t for each of the requirements introduced in WP2. 

- Section 5 (Summary and Conclusions) describes the outcomes of the whole 

validation process carried out in WP7 and compiles the main conclusions.  



D7.1 ɀTest Evaluation Report  9 
 

 

 

2. Definition of the test plan  

This Section presents the methodology for the realization of the tests and the evaluation of 

the results obtained for the different MAVEN tools and the system prototype. The 

requirements produced in WP2 and the preliminary testing results (presented in 

deliverables D3.2, D4.2 and D5.2) are the starting point for the test plan in each module. 

This test plan has been designed to capture the properties of the different use cases and 

potential application scenarios defined by the SMEs, also taking into account the model of 

exploitation for the assigned tools, fully described in D8.5. 

2.1. Forensic Tools  

2.1.1. Image Source Identification validation plan  

The following tests must be carried out on the Image Source Identification ɀ Device 

Registration module: 

ǒ Evaluation of correctness of module input  

o The module must accept a string of comma-separated system paths to 

images in TIFF format that are used to compute the PRNU (Photo Response 

Non Uniformity)  fingerprint and its hash string. 

ǒ Evaluation of correctness of module output  

o The module must return a string of 32 characters belonging to [a,f] and/or 

[0,9] range, corresponding to the MD5 hash of the PRNU fingerprint. 

o The module must also return an integer code describing the outcome of the 

device registration task according to a table of output codes. 

ǒ Evaluation of processing time required for hash string computation  

o Processing time must be measured for each image of the test data set. 

The following tests must be carried out on the Image Source Identification ɀ Watermark 

Embedding module: 

ǒ Evaluation of correctness of module input 

o The module must accept a string of comma-separated system paths to the 

un-watermarked images in JPEG or PNG format and a string of the 

watermark (PRNU hash) to be embedded in the image. 

ǒ Evaluation of correctness of module output 

o The module must produce a watermarked image in JPEG format which 

overwrites the original input image. 

o The module must also return an integer code describing the outcome of the 

watermark embedding task according to a table of output codes. 

ǒ Evaluation of processing time required to watermark images  
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o Processing time must be measured for each image of the test data set. 

Images must belong to classes: Original, Preview, Proof sheet, Web. 

ǒ Evaluation of quality of watermarked images  

o Quality must be evaluated for each image in terms of PSNR (Peak Signal-to-

Noise Ratio) and SSIM (Structural SIMilarity) index. Image must belong to 

classes: Original, Preview, Proof sheet, Web. 

ǒ Evaluation of correctness of the color profile embedded in the watermarked image  

o Input images to the watermark embedding module could contain a color 

profile (e.g. SRGB or Adobe), which must be transferred to the watermarked 

image to avoid color artifacts when the image is displayed on some monitors 

or software. Correctness of color profile transfer must be evaluated on 

images belonging to classes: Original, Preview, Proof sheet, Web. 

ǒ Evaluation of file size of the watermarked images  

o File size of the watermarked image should not significantly exceed that of its 

un-watermarked version. Test images must belong to classes: Original, 

Preview, Proof sheet, Web. 

The following tests must be carried out on the Image Source Identification ɀ Watermark 

Detection module: 

ǒ Evaluation of correctness of module input 

o The module must accept a string of comma-separated system paths to the 

images in JPEG or PNG format and a string of the queried watermark (PRNU 

hash) to be searched in the image. 

ǒ Evaluation of correctness of module output 

o The module must return an integer code describing the outcome of the 

watermark detection task according to a table of output codes. 

ǒ Evaluation of robustness of the watermark to JPEG compression 

o First, each test image must watermarked with a valid PRNU hash 

watermarking string. The, each watermarked image must be compressed 

with increasing JPEG quality factor in the [40,100] range. Then, the 

embedded watermark must be searched inside the compressed images and 

correctly detected.  Test images must belong to classes: Original, Preview, 

Proof sheet, Web.  

o Additionally, the test could be repeated by using alternative image 

processing software to create JPEG compressed images. This should allow 

to evaluate robustness to a wider set of image processing tools. 

ǒ Evaluation of robustness of the watermark to image resampling 

o First, each test image must be watermarked with a valid PRNU hash 

watermarking string. Then, each watermarked image must be resampled 

with increasing resampling factor in the [0.7, 1.5] range and saved as JPEG 

image with quality factor 100. Then, the embedded watermark must be 

searched inside the resampled and compressed images and correctly 

detected. Test images must belong to classes: Original, Preview, Proof sheet, 

Web. 

ǒ Evaluation of robustness of the watermark to image cropping  
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o First, each test image must watermarked with a valid PRNU hash 

watermarking string. Then, each watermarked image must be cropped by 

removing an increasing percentage of rows, columns and rows+columns in 

the [5%, 30%] range and saved as JPEG image with quality factor 100. Then, 

the embedded watermark must searched inside the cropped and 

compressed images and correctly detected. Test images must belong to 

classes: Original, Preview, Proof sheet, Web. 

ǒ Evaluation of false alarms  

o Watermark must be searched inside images that have not been 

watermarked. A false alarm happens if a watermark is detected inside such 

images. The number of false alarms with respect to the total amount of test 

images must be measured. Test images must belong to classes: Original, 

Preview, Proof sheet, Web. 

2.1.2. Informed Image Integrity Veri fication validation plan  

ǒ Evaluation of correctness of module input 

o The module must accept three strings of comma-separated system paths to: 

a) the original images; b) the retouched images; c) the output detection 

maps 

ǒ Evaluation of correctness of module output  

o The module must return an integer code describing the outcome of the 

informed image integrity verification according to a table of output codes 

o The module must also produce two different retouch detection maps  

(overlay and depth maps) in PNG format 

ǒ Evaluation of processing time 

o Processing time must be evaluated for each test image with different sub-

sets of retouch detection tools alternatively activated/deactivated 

2.1.2.1. Evaluation metric for Informed Image Integrity Verification  

Given an original image and the corresponding retouched image, the module produces a 

binary map localizing the regions that have been retouched, wherein values equal to 0 

denote unchanged pixels and values equal to 255 denote retouched pixels. The binary map 

produced by the module is compared against a ground truth binary map representing the 

expected ideal output. The similarity between the two maps, and thus the accuracy of the 

localization, can be quantified in terms of F-score. Let p and r be respectively the precision 

and recall: 

 

where Tp (true positive) is the number of retouched pixels that are correctly identified; Fp 

(false positive) is the number of authentic pixels erroneously labelled as retouched; Fn 

(false negative) is the number of retouched pixels erroneously labelled as authentic. Hence, 

precision is the fraction of pixels identified as retouched that are truly retouched and recall 
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(or true positive rate) is the fraction of retouched pixels that are correctly classified as such. 

For sake of clarity, precision and recall are often combined in a single metric, called F-score, 

which corresponds to their harmonic mean:  

 

The closer is F-score to 1, the more accurate is the localization. . The F-score characterizing 

a random classifier is 0.  

To validate the module, first Tp, Fp and Fn have been accumulated over all the test images 

and then the F-score has been computed. 

2.1.3. Blind Image Integrity Verification validation plan  

The validation plan for the Blind Image Integrity Verification tool encompasses the 

following elements: 

ǒ Test each image forensic algorithm against artificially-created forgeries. Different 

forgery creation procedures should be used (more details are given in Section 3.1.3):  

ǒ Creating a fake image by pasting into a host image a block of pixels coming 

from another image. 

ǒ Creating a fake image by cloning pixels from another region of the same 

image. 

ǒ Tests should be repeated for varying size of the forged region, and possible 

rotations and/or resize of the forged region. 

ǒ Test image forensic algorithms on real-world images provided by the SMEs. Since 

the reference ground truth is not available in these cases, a subjective evaluation 

×ÉÌÌ ÂÅ ÇÉÖÅÎȟ ÔÅÌÌÉÎÇ ×ÈÅÔÈÅÒ ÔÈÅ ÔÏÏÌ ȰÓÕÃÃÅÓÓÆÕÌÌÙ ÄÅÔÅÃÔÅÄȱ ÔÈÅ ÓÐÌÉÃÅÄ ÒÅÇÉÏÎ ÏÒ 

not; 

ǒ Test execution time of image forensic algorithms for various size of input images; 

ǒ Test the sensitivity of each image forensic algorithm to variations of its input 

parameters 

2.1.3.1. Evaluation metric for blind image integrity verification  

Given an original image and the corresponding retouched image, algorithms within the 

blind image integrity verification module can either produce:  

ǒ A binary map localizing the regions that have been retouched, wherein values equal 

to 0 denote unchanged pixels and values equal to 255 denote retouched pixels.  

ǒ A real-valued map, wherein each pixel is assigned a probability (or likelihood, 

depending on tools) of being manipulated 

The map produced by the module is compared against a ground truth binary map 

representing the expected ideal output.  
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When the tool outputs a binary map, the similarity between the two maps can be quantified 

in terms of F-score (see Section 2.1.2.1) 

When the forgery localization tool outputs a real-valued map, performance are evaluated 

using the Receiver Operating Characteristic (ROC) curve, and its associated Area Under the 

Curve (AUC). The ROC curve plots the true positive ratio (Tp, as defined in Section 2.1.2.1) 

against the false positive ratio (Fp, as defined in Section 2.1.2.1) for different possible values 

of a threshold that is used to binarize the output map. Specifically, we evaluated the curve 

for threshold in the interval [0,1] sampled with step 10-3. Then, for each curve we calculated 

its integral (using the trapezoidal method), which is known as AUC and summarizes the 

overall performance of the detector. It is important to notice that, in this case, an AUC of 0.5 

corresponds to a random detector, while an AUC of 1 corresponds to an ideal detector. 

Performance of tools will be evaluated using either F-score or Area Under the ROC Curve 

(AUC) indicators, computed on all the test image corpus. 

2.1.4. Video Integrity Verification validation plan  

The validation plan for the Video Integrity Verification (VIV) module encompasses the 

following elements: 

ǒ Test double encoding detection accuracy, that is, the capability of the module to tell 

apart single-compressed videos from double-compressed videos. Both real-world 

videos provided by SMEs and a dataset of well-known videos from the literature 

should be used to perform the evaluation.  

ǒ Test forgery localization accuracy, that is, the capability of the module to detect 

whether some frames were removed or inserted between the first and the second 

encoding of the video. The module should also approximately localize the 

manipulated region within the video stream. Both real-world videos provided by 

SMEs and a dataset of well-known videos from the literature should be used to 

perform the evaluation. 

ǒ Test robustness of the VIV module in presence of disturbing conditions such as 

resize (i.e., frames are resized prior to video re-encoding) and intensity 

transformation (i.e., pixel values are automatically adjusted prior to video re-

encoding). 

2.1.4.1. Evaluation metric for video integrity verification  

For a given input video, the VIV module outputs the following elements: 

ǒ An estimate of the size of the Group Of Pictures (GOP) used in the first 

compression (assuming that the video has been encoded twice) 

ǒ A real-valued fitness value, telling how much the GOP size estimate should be 

trusted. Small values indicate that double compression was not detected, so the 

GOP estimate should not be trusted 

ǒ The frame number where the manipulation took place (only when frame 

removal/insertion is detected). 
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Performance of the VIV module is be evaluated in the following way: 

ǒ As to double compression detection, the fitness value is thresholded to decide 

whether to classify the video as double- or single- compressed. If the video is 

classified as double-compressed, the estimated GOP size is compared to the true, 

reference one. The test is considered successful if: i) the input video was not double-

compressed and the fitness value is below the threshold, or ii) if the input video was 

double-compressed and the fitness value is above the threshold and the estimated 

GOP size is correct. 

ǒ As to forgery localization, the test is considered successful if: i) the input video did 

not undergo frame removal/insertion and no manipulation is detected by the VIV 

module, or ii) the input video underwent frame removal/insertion at frame i and 

the VIV module localize the manipulated region within [i - 2*W, I + 2*W] frames, 

where W is the size of the analysis windows (input parameter). 

2.2. Object and Scene Analysis Tools  

2.2.1. Text detection and recognition validation plan  

The following test plan has been defined by XTREAM and PLY, using the MAVEN use cases 

as a starting point, later combined with several specific test data selected and prepared by 

the development team. In addition to a series of test cases designed by XTREAM for the text 

detection and recognition module, PLY has carried out an evaluation oriented to specific 

application scenarios with their own private datasets.  

In the following, these validation plans are described: 

2.2.1.1. XTREAM validation plan  

ǒ TLE_sample: Evaluation of the TLE tool using the ICDAR dataset. 

o Test the text detection and recognition tools on the ICDAR dataset. 

o Images do not have any noise. They are small and concrete around the text 

to recognize. The color of the text to be recognized is always different from 

the background color. 

o The module must detect at least 75% of the text and recognize at least the 

45% of the text. 

 

ǒ Tle_text_detection_and_recognition_test_1:  Test localization and recognition on 

a generic image. 

o Tested with a black image containing an abundance of Spanish words and 

white color. 

o Detection and recognition performance will be analysed. 
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ǒ Tle_text_detection_and_recognition_test_2:  Test localization and recognition on 

a generic image containing a text document. 

o Tested with a color image that combines figures and a big amount of Spanish 

text. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_3:  Test localization and recognition on 

a generic image. 

o Tested with a color image that combines figures, spanish text and symbols. 

o  Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_4:  Test localization and recognition on 

a generic image. 

o Tested with a color image having letters over white elements. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_5:  Test localization and recognition on 

a generic image with text written in different angles. 

o Tested with an image that contains fully horizontal spanish text and other 

different orientations. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_6:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with very little spanish text. 

o  Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_7:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with English text mixed with graphics. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_8:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with English text in non-conventional fonts. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_9:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with english text in large and small text fonts. 
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o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_10:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with small and large english text in dotted text 

fonts. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_11:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with english text in large and small text fonts. 

Different text colors. 

o Detection and recognition performance will be analysed. 

 

ǒ Tle_text_detection_and_recognition_test_12:  Test localization and recognition on 

a generic image. 

o Tested with a color image, with english text in large and informal text font. 

o Detection and recognition performance will be analysed. 

2.2.1.2. PLY validation plan  

 

ǒ Tle_text_detection_and_recognition_test_Playence: Test how the text detection 

and recognition module performs with pictures from potential customers in target 

scenarios. For privacy matters, those pictures are not described in details, but they 

correspond to images of interest for those potential customers. The information 

about the evaluation dataset shared to run the evaluation is as follows: 

o 15 pictures taken from Internet with different features (color image, 

background, type of letters, etc). 

o Categorical evaluation: 0-technical problem (e.g. exception), 1-no right word 

in results, 2-a lot of errors, no legible results, 3-a lot of errors, some legible 

results, 4-close but not perfect results, 5-right . 

 

The following test must be also carried out on the text detection and recognition module:  

ǒ Given an image and the boundaries of the box where the text has been detected in, 

the module must return the extracted text (sequence of words). The input image is 

provided by the user, whereas the bounding box is provided by the text detection 

module. A line is considered correctly recognized when all the word of which it is 

composed are correctly recognized. A word is correctly recognized when all the 

characters of which it is composed are correctly recognized. 
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2.2.2. Object and scene recognition  validation plan  

The test plan related to the OSR module has been prepared by XTREAM, PLY and ARTH: 

¶ XTREAM defined a validation plan using the MAVEN use cases as a starting point, 

later combined with several specific test data selected and prepared by XTREAM 

development team. 

¶ PLY has carried out an evaluation for use cases corresponding to their potential 

application scenarios. For each particular evaluation case, private data sets have 

been used (not publicly released). The description of each of the test cases is 

included below. 

¶ Arthaus defined validation plans for testing Object and Scene Recognition 

performances. 

In the following, the characteristics of the validation plan defined by each SME is described: 

2.2.2.1. XTREAM validation plan  

ǒ Osr_obj_1: Test the creation of a model from a test and training set. 

o Starting from a base of images, divided by themes into folders and 

subfolders, it proceeds to the creation of a model on which to perform 

further tests. This model is based on a test set and a training set. 

o Three categories of images from car logos. Fifteen elements. 

o The module must create a new object model to work. 

 

ǒ Osr_obj_2: Test the addition of a new element to an existing model. 

o On a model that already exists a new element is added and the model for 

further testing updated. Maybe the new element is representative and 

makes a difference or not. 

o Three categories of images. Fifteen elements. Clear images. 

o The module must add elements to the object model and update it. 

 

ǒ Osr_obj_3: Test how the module shows the different classifications. 

o Three categories of images. Fifteen elements. Clear images. 

o The module must perform rankings and display the results. 

 

ǒ Osr_scene_1: Test the creation of a model from a test and training set. 

o Starting from a base of images, divided by themes into folders and 

subfolders, it proceeds to the creation of a model on which to perform 

further tests. This model is based on a test set and a training set. 

o Three categories of images. Fifteen elements. Clear images. 

o The module must create a new scene model to work. 
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ǒ Osr_scene_2: Test the addition of a new element to an existing model. 

o On a model that already exists a new element is added and the model for 

further testing updated. Maybe the new element is representative and 

makes a difference or not. 

o Three categories of images. Fifteen elements. Clear images. 

o The module must add elements to the scene model and update it. 

 

ǒ Osr_scene_3: Test how the module shows the different classifications. 

o Three categories of images. Fifteen elements. Clear images. 

o The module must perform rankings and display the results. 

 

ǒ Osr_obj_4: Test the creation of a model from a test and training set. 

o Starting from a base of images, divided by themes into folders and 

subfolders, it proceeds to the creation of a model on which to perform 

further tests. This model is based on a test set and a training set. 

o Three categories of images. Fifteen elements. Dark images. 

o The module must create a new object model to work. 

 

ǒ Osr_obj_5: Test the addition of a new element to an existing model. 

o On a model that already exists a new element is added and the model for 

further testing updated. Maybe the new element is representative and 

makes a difference or not. 

o Three categories of images. Fifteen elements. Dark images. 

o The module must add elements to the object model and update it. 

 

ǒ Osr_obj_6: Test how the module shows the different classifications. 

o Three categories of images. Fifteen elements. Dark images. 

o The module must perform rankings and display the results. 

 

ǒ Osr_scene_4: Test the creation of a scene model from a test and training set. 

o Starting from a base of images, divided by themes into folders and 

subfolders, it proceeds to the creation of a model on which to perform 

further tests. This model is based on a test set and a training set. 

o Starting from a base of images, divided by themes into folders and 

subfolders, it proceeds to the creation of a model on which to perform 

further tests. This model is based on a test set and a training set. 

o Three categories of images. Fifteen elements. Dark images. 

o The module must create a new scene model to work. 

 

ǒ Osr_scene_5: Test the addition of a new element to an existing model. 
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o On a model that already exists a new element is added and the model for 

further testing updated. Maybe the new element is representative and 

makes a difference or not. 

o Three categories of images. Fifteen elements. Dark images. 

o The module must add elements to the scene model and update it. 

 

ǒ Osr_obj_7: Test the creation of an object model from a test and training set. 

o Starting from a large database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of an object model on 

which to perform further tests. This model is based on a test set and a 

training set. 

o Based on Flickr Logos-32, with 32 categories, 10 frames per category and 

masks, and other 10 photos that are not logos.  

 

 

ǒ Osr_obj_8: Test the creation of an object model from a test and training set. 

o Starting from a database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of a model on which 

to perform further tests. This model is based on a test set and a training set. 

o Based on Flickr Logos-32, with 14 categories, 10 frames per category and 

masks, and other 10 photos that are not logos. 

 

ǒ Osr_obj_9: Test the creation of an object model from a test and training set. 

o Starting from a database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of an object model on 

which to perform further tests. This model is based on a test set and a 

training set. 

o Based on Flickr Logos-32, with 7 categories, 10 frames per category and 

masks, and other 10 photos that are not logos. 

 

ǒ Osr_obj_10: Test the creation of an object model from a test and training set. 

o Starting from a database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of an object model on 

which to perform further tests. This model is based on a test set and a 

training set. 

o Based on Flickr Logos-32, with 3 categories, 10 frames per category and 

masks, and other 10 photos that are not logos. 

 

ǒ Osr_obj_11: Test how the module shows the different object classifications. 

o Based on Flickr Logos-32, with 3 categories, 10 frames per category and 

masks, and other 10 photos that are not logos. 
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o At the object level, the module must perform rankings and display the 

results. 

 

ǒ Osr_logo_1: Test how the module shows the different logo classifications. 

o Starting from a large database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of a model on which 

to perform further tests. This model is based on a test set and a training set. 

o Based on Flickr Logos-32, with 7 categories, 10 frames per category and 

masks. Test files are 7 pictures that are logos and one more it is not. 

o At the logo level, the module must perform rankings and display the results. 

 

ǒ Osr_logo_2: Test how the module shows the different logo classifications. 

o Starting from a large database of images, divided by themes into folders and 

subfolders with the masks, it proceeds to the creation of a model on which 

to perform furt her tests. This model is based on a test set and a training set. 

o Based on Flickr Logos-32, with 14 categories, 10 frames per category and 

masks. Test files are 14 pictures that are logos and one more it is not. 

o At the object level, the module must perform rankings and display the 

results. 

2.2.2.2. PLY validation plan  

ǒ Osr_Logo_Playence: Test how the logo recognition module performs with pictures 

from potential customers. The information about the evaluation dataset shared to 

run the evaluation is as follows: 

 

Total p ictures:  407 
Logo Burberry Colgate Dove Druni Gillette Gucci HM 
Number  
Pictures  

29 49 10 36 42 9 12 

Logo Hugo 
Boss 

Johnson Louis 
Vuitton 

Max 
Factor 

Purificación 
Garcia 

Ralph 
Lauren 

Sesderma 

Number  
Pictures  

54 33 36 30 10 14 43 

 

ǒ Osr_Scene_Playence: Test how the scene recognition module performs with 

pictures from potential customers. The information about the evaluation dataset 

shared to run the evaluation is as follows: 

 

Total pictures:  1400 (100 for each class) 
Class 
 

Bar Bathroom Bedroom Closet Coast Forest Kitchen 
Living 
room 

Mountain Office Soccer Store Street 
 

Tennis 
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In addition the following tests must be carried out on the object and scene recognition 

module: 

ǒ Evaluation of the Logo recognition performance 

o Given an image and a set of logo categories, the module must return the one 

to which the logo, depicted in the image, belongs to. It is considered a good 

classification when the returned category is the true category of the logo. 

7ÈÅÎ Á ÌÏÇÏ ÔÈÁÔ ÂÅÌÏÎÇÓ ÔÏ ÔÈÅ ÃÁÔÅÇÏÒÙ ȰÁȱ ÉÔ ÉÓ ÃÌÁÓÓÉÆÉÅd as belonging to 

ÔÈÅ ÃÁÔÅÇÏÒÙ ȰÂȱ ÁÎÄ ÖÉÃÅ-versa it is considered a classification error. If the 

confidence of the classifiers is under a predefined threshold the image is 

ȰÒÅÊÅÃÔÅÄȱ ÁÎÄ ÉÔ ÍÅÁÎÓ ÔÈÁÔ ÔÈÅ ÓÙÓÔÅÍ ÉÓ ÎÏÔ ÁÂÌÅ ÔÏ ÒÅÔÕÒÎ Á ÃÏÒÒÅÃÔ 

classification. 

ǒ Evaluation of the Object classification performance 

o Given an image and a set of object categories, the module must returns the 

one to which the object, depicted in the image, belongs to. The used 

evaluation metric is the Recall that measures the number of true objects 

found out of the total number of objects. The Recall has been evaluated at 

ÄÉÆÆÅÒÅÎÔ ȰÒÁÎËÓȱȡ 2ÁÎË ρ ÍÅÁÎÓ ÔÈÁÔ ÔÈÅ ÔÒÕÅ ÃÁÔÅÇÏÒÙ ÏÂÔÁÉÎÅÄ ÔÈÅ ÂÅÓÔ 

score, Rank 2 means that the true category obtained a score in the top two 

best scores and so on. 

ǒ Evaluation of the Scene recognition performance 

o Given an image and a set of scene categories, the module must returns the 

one to which the scene belongs to. The used evaluation metric is the 

Accuracy that measures how many image have been correctly classified. The 

ÁÃÃÕÒÁÃÙ ÈÁÓ ÂÅÅÎ ÅÖÁÌÕÁÔÅÄ ÁÔ ÄÉÆÆÅÒÅÎÔ ȰÒÁÎËÓȱȡ 2ÁÎË ρ ÍÅÁÎÓ ÔÈÁÔ ÔÈÅ ÔÒÕÅ 

category obtained the best score, Rank 2 means that the true category 

obtained a score in the top two best scores and so on.  

2.2.2.3. ARTH validation plan  

In the followinÇȟ !ÒÔÈÁÕÓȭ ÖÁÌÉÄÁÔÉÏÎ ÐÌÁÎÓ ÆÏÒ Object Recognition and Scene Recognition are 

presented: 

Object recognition :  

Arthaus provided a realistic dataset consisting on 13 object classes: Bed, Chair, Club Table, 

Commode, Dining Table, Lamp, Sofa, TV Set, Vase, Wall Picture, Flowers, Car, and Vase. Each 

of these classes contains roughly 150 images, except the Flowers class, with 82 images, and 

the Car and Vase classes that were composed each by less than 30 images.  

For each class, 2/3 of the images were randomly chosen as training set, where the remaining 

1/3 we re used for testing. Performance was measured in terms of Recall for each class from 

Rank 1 to 5. 
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Scene recognition  

Arthaus provided a dataset consisting on 14 classes, each one containing 150 images. For 

each class, 100 images (2/3) were used for training the system and the remaining 50 (1/3) 

were used for testing. Performance was measured in terms of Accuracy for each class, 

from Rank 1 to Rank 5. 

2.3. Human Traits Analysis Tools  

2.3.1. Face detection and recognition  validation plan  

XTREAM defined a validation plan for mainly assessing face detection performance in a set 

of images compiled by the XTREAM team. In addition, PLY defined a validation plan for 

mainly assessing face recognition. 

In the following, the validation plans prepared by each SME are described: 

2.3.1.1. XTREAM validation plan  

ǒ Fdr_1: Test how the module detects the faces included in a specific kind of picture. 

o Photo with crush of people at the bottom. Several recognizable faces at the 

top. 

o Colour photo 688x436_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_2: Test how the module detects the faces included in a specific kind of picture. 

o Photo with agglomeration of all people at the same level. 

o Colour photo 688x436_2. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_3: Test how the module detects the faces included in a specific kind of picture. 

o Photo with agglomeration of all people at the same level. 

o Colour photo 688x436_3. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_4: Test how the module detects the faces included in a specific kind of picture. 

o Photo with crowds of people from upper corner. Lots of profiles. 

o Black and white photo 688x436_4. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_5: Test how the module detects the faces included in a specific kind of picture. 

o Picture drawing non-human faces. 

o Colour photo 688x436_5. 
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o Assess the amount of faces that are detected. 

 

ǒ Fdr_6: Test how the module detects the faces included in a specific kind of picture. 

o Photo containing small posed frontal faces. 

o Colour photo 1257x832_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_7: Test how the module detects the faces included in a specific kind of picture. 

o Photo with many faces at different distances. 

o Colour photo 688x436_6. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_8: Test how the module detects the faces included in a specific kind of picture. 

o Frontal photo with several faces positioned at different heights. 

o Colour photo 470x210_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_9: Test how the module detects the faces included in a specific kind of picture. 

o Photo blending a human face with an animal face containing human traces. 

o Colour photo 698x622_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_10: Test how the module detects the faces included in a specific kind of picture. 

o Photo with faces mixing human and animal features. 

o Colour photo 500x211_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_11: Test how the module detects the faces included in a specific kind of picture. 

o Frontal face photo with a large face. 

o Black and white photo 620x484. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_12: Test how the module detects the faces included in a specific kind of picture. 

o Photo with two faces that involve movement. 

o Colour photo 756x720_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_13: Test how the module detects the faces included in a specific kind of picture. 

o Photo containing a frontal face in a direct light and shadow environment. 
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o Colour photo 756x720_2. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_14: Test how the module detects the faces included in a specific kind of picture. 

o Photo with a frontal face with medium/high brightness. 

o Colour photo 756x720_3. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_15: Test how the module detects the faces included in a specific kind of picture. 

o Photo with small faces. Light and dark. 

o Colour photo 756x720_4. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_16: Test how the module detects the faces included in a specific kind of picture. 

o Photos with faces with non-existent background. 

o Colour photo 756x720_5. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_17: Test how the module detects the faces included in a specific kind of picture. 

o Photo from low angle. 

o Colour photo 756x720_6. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_18: Test how the module detects the faces included in a specific kind of picture. 

o Frontal photo with faces at various heights. Distinct background. 

o Colour photo 756x720_7. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_19: Test how the module detects the faces included in a specific kind of picture. 

o Photo containing front faces mixing with drawn faces and incomplete faces. 

o Colour photo 1280x720_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_20: Test how the module detects the faces included in a specific kind of picture. 

o Photo mixing frontal animal and human faces and distinct profile on 

background. 

o Colour photo 1280x720_2. 

o Assess the amount of faces that are detected. 
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ǒ Fdr_21: Test how the module detects the faces included in a specific kind of picture. 

o Photo mixing human and non-human faces on distinct background. 

o Colour photo 1280x720_3. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_22: Test how the module detects the faces included in a specific kind of picture. 

o Photo with dark, rich tones containing frontal, profile and angled faces. 

o Colour photo 1280x720_4. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_23: Test how the module detects the faces included in a specific kind of picture. 

o Photo with abundant front and profile faces. 

o Colour photo 1280x720_5. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_24: Test how the module detects the faces included in a specific kind of picture. 

o Photo with faces with expression, some of them frontal and some of them at 

an angle. 

o Colour photo 1280x720_6. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_25: Test how the module detects the faces included in a specific kind of picture. 

o Photos with abundant faces with a relaxed facial expression and abundant 

right angles. 

o Colour photo 1280x720_7. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_26: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_19 test case with the test image in Full HD. 

o Colour photo 1920x1080_1. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_27: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_20 test case with the test image in Full HD. 

o Colour photo 1920x1080_2. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_28: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_21 test case with the test image in Full HD. 

o Colour photo 1920x1080_3. 
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o Assess the amount of faces that are detected. 

 

ǒ Fdr_29: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_22 test case with the test image in Full HD. 

o Colour photo 1920x1080_4. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_30: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_23 test case with the test image in Full HD. 

o Colour photo 1920x1080_5. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_31: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_24 test case with the test image in Full HD. 

o Colour photo 1920x1080_6. 

o Assess the amount of faces that are detected. 

 

ǒ Fdr_32: Test how the module detects the faces included in a specific kind of picture. 

o Repetition of Fdr_25 test case with the test image in Full HD. 

o Colour photo 1920x1080_7. 

o Assess the amount of faces that are detected. 

 

2.3.1.2. PLY validation plan  

ǒ Fdr_Playence: Test how the face detection and recognition module performs with 

pictures from potential customers in target scenarios. The information about the 

evaluation dataset shared to run the evaluation is as follows: 

Total pictures:  1400 
Face Ana 

Pastor 
Jenaro 
Garcia 

*ÏÒÄÉ 
%ǳÖÏÌÅ 
 

Juan 
Carlos I 
 

Mariano  
Rajoy 
 

Pablo  
Iglesias 
 

Number  
Pictures  

65 64 64 63 63 58 

Face Reina 
Leticia 
 

Rey 
Felipe 
 

Rafael 
Nadal 
 

Risto 
Mejide 
 

Santiago  
Segura 
 

3ÉÎÕÈÅǲ 
Arroyo 
 

Number  
Pictures  

63 56 64 65 63 25 

 

ǒ Fdr_Unica: Given an image of a face cropped from a bigger image and a set of 

identity, the module must returns the identity to which the face belongs to. It is 

considered a correct classification when the estimated user is the actual user. When 
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Á ÆÁÃÅ ÔÈÁÔ ÂÅÌÏÎÇÓ ÔÏ ÔÈÅ ÉÄÅÎÔÉÔÙ ȰÁȱ ÉÔ ÉÓ ÃÌÁÓÓÉÆÉÅÄ ÁÓ ÂÅÌÏÎÇÉÎÇ ÔÏ ÔÈÅ ÉÄÅÎÔÉÔÙ ȰÂȱ 

and vice-versa it is considered a classification error. The used evaluation metric is 

the CMC (Cumulative Match Curve) curve that shows the percentage of users 

correctly recognized at different ranks. Rank 1 means that the true identity obtained 

the best matching score, Rank 2 means that the true identity obtained a matching 

score in the top two best scores and so on. 

 

2.3.2. Spoken keyword detection  validation plan  

The following test plan has been defined by the XTREAM team using the MAVEN use cases 

as a starting point, later combined with several specific test data selected and prepared by 

XTREAM development team. Some of the tests have been also carried out by PLY (Skd_3, 

Skd_4, Skd_5 and Skd_6, as explained below): 

 

ǒ Skd_1: Test how the SKD module detects the phonemes/words included in a specific 

audio file. 

o It is taken as input a short audio track and has been tested for all the models 

that we have been provided for the Spanish and English languages. 

o It has been recorded a test track with human voice. The approximate length 

of the track is four seconds. 

o Find words/phonemes known to exist in the input track. 

 

ǒ Skd_2: Test how the SKD module generates new phoneme models in a training 

mode. 

o Training of new phoneme models from annotated audio files. 

o Annotation files and audio recordings (Spanish) are used as training data. 

o Generated files with the phoneme models. 

 

ǒ Skd_3: Test how the SKD module detects Spanish phonemes/words included in a 

specific audio file. 

o It tries to find a specific word in the audio track. 

o It has been recorded a test track with human voice. The approximate length 

of the track is four seconds. 

o Find a pre-defined word to exist in the input track. 

 

ǒ Skd_4: Test how the SKD module detects Spanish phonemes/words included in a 

specific audio file. 

o It tries to find a specific word in the audio track. 

o As a test track it has been used a song with instrumental and vocal sound. 

o Find a pre-defined word to exist in the input track. 
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ǒ Skd_5: Test how the SKD module detects Spanish phonemes/words included in a 

specific audio file. 

o It tries to find a specific word in the audio track. 

o As test track has been used a speech audio belonging to a movie. 

o Find a pre-defined word to exist in the input track. 

 

ǒ Skd_6: Test how the SKD module detects English phonemes/words included in a 

specific audio file. 

o It tries to find a specific word in the audio track. 

o The test track that has been used is a famous speech by Steve Jobs in the US 

Stanford University. 

o Find a pre-defined English word to exist in the input track. 

 

ǒ Skd_7: Test what is the response of the SKD module when trying to detect a Spanish 

word with an English phoneme model in a Spanish audio file. 

o It tries to find a specific word in the audio track. 

o The test track is a 4 seconds audio. 

o Find a pre-defined word in Spanish with an English model. 

 

2.4. Demonstrator application  

The validation plan for the Demonstrator Application encompasses the following 

elements: 

1. Verifying the correct installation and configuration of the server and client 

application using the provided installation documentation and manuals in the target 

scenarios. This also includes assessing the correct operation of the installed 

application and generation of log files according to the configuration. 

 

2. Validating the creation and configuration of new tasks using different operations 

and its corresponding parameters. All different types of tasks are included in this 

validation process. Tasks must be created from the client application (accessing via 

web service to the server functionalities) and the status of the existing tasks should 

be retrievable at any time.  Deletion of existing tasks will also be checked. 

 

3. Verifying the correct execution of loaded tasks in the server. It includes checking the 

correct termination of the executed tasks (i.e. with a correct status) and the 

concurrent execution of different tasks. Execution time and general performance of 

the application might as well be qualitatively analysed. 

Verifying the correct retrieval and visualization of the obtained results in the user 

interface.  
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3. Test performance  

This Section presents the performance achieved by the different MAVEN tools and the 

MAVEN prototype, according to the plan defined in the previous Section.  

3.1. Forensic tools  

This Section contains results that were anticipated in D3.2 (Final image and video forensics 

modules), where a preliminary validation of the developed modules was considered.  

In addition to such results, useful for improving the presentation of the module 

performance, several new tests have been carried out, according to the validation plan 

described in Section 2, including: 

 - Re-evaluation of execution times (they have been significantly reduced for some 

of the tools). 

 - Evaluation of robustness of tools to different image/video processing operations 

 - Parameter sensitivity evaluation. 

 - Extensive evaluation on real-world images and videos provided by the SMEs. 

3.1.1. Image source identification  

Notes on the experimental setup of SI -WAT. A watermarking system can be 

characterized by several properties, among which there are fidelity, robustness and 

payload. Fidelity evaluates the perceptual similarity between a watermarked image by 

means of a certain watermarking algorithm and the corresponding original image. Payload 

is the number of bits of watermark that can be embedded. Robustness is the capability of the 

watermarked images to resist to common processing operations. Ideally, an embedded 

watermark should contain a high payload, should be robust and imperceptible at the same 

time. Unfortunately, there exists a trade-off between these three properties. Improvements 

in one property, in fact, often come at the expense of performance in other properties. For 

example, to increase the robustness, one must embed a watermark with higher strength, 

thus reducing its fidelity. From an implementation point of view, the choices in terms of the 

above properties influence the processing time required to watermark an image. Increasing 

robustness typically requires to embed the watermark in a larger number of image 

coefficients, thus increasing the processing time. The experimental validation described 

below has been carried out by taking into account such relationships between 

watermarking systems properties.   

Testing platform.  All the tests have been performed on a machine equipped with a Quad-

core CPU, 16 GB RAM and Windows 7 64 bit OS. Software has been developed under 

Windows Visual Studio Ultimate 2012 and compiled both as DLL and EXE. 
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Image data set for the evaluation of SI -REG performance.  The SI-REG test data set 

consists of 45 RGB color images in TIFF format, whose size is 7360x4912 pixels, provided 

by ArtHaus. All the images depict a blank wall (pixels are not saturated). 

Image data set for the evaluati on of SI-WAT and SI-DET performance.  The SI-WAT test 

data set consists of 10 images provided by ArtHaus. The SI-DET test data set consists of 20 

images (also provided by ArtHaus) different from the previous ones. Each image comes in 

four versions, i.e. Original, Web, Preview and Proof-Sheet:  

ǒ Original image size depends on the request and is not defined, however it is expected 

to always be above 1000 × 1000 pixels;  

ǒ Web image size is always 800 pixels wide (resp. high if portrait), while its height 

(resp. width) is calculated to preserve the aspect ratio (usually at least 500 pixels); 

ǒ Preview image size is always 600 pixels wide (resp. high), while its height (resp. 

width) is calculated to preserve the aspect ratio (usually at least 375 pixels);  

ǒ Proof-Sheet image size is always 573 pixels wide (resp. high), while its height (resp. 

width) is calculated to preserve the aspect ratio (usually at least 350 pixels). 

 

3.1.1.1. SI-REG: changes with respect to preliminary evaluation  

The Image Source Identification ɀ Device Registration module has undergone several 

changes based on the feedback provided by ArtHaus to improve performance and usability 

of the software. The most important of such changes, which directly affect the performance 

of the module, are the following: 

ǒ The module now checks the sanity of the input images before running the 

device registration task . This avoids to waste time when already started 

processing is suddenly interrupted by wrong input files. More specifically, inputs 

are checked as follows: 

o Check if files exist. Return error code in case of failure. 
o Check if format is allowed (TIFF). Return error code in case of failure. 
o Check if all images have width and height greater or equal to the input size 

parameters. Return a newly introduced error code in case of failure. This 
check is performed by resorting to LIBTIFF library 
(http://www.libtiff.org/ ), which is open source and free to use. 

ǒ Processing time and memory consumption have been significantly  reduced . 

This result was achieved by means of: 

o Multithreaded programming  (Open MP http://openmp.org/wp/ ). 

o A new algorithm for the computation of the PRNU fingerprint . The 
previous algorithm, i.e. Wiener filter, has been replaced by a new method for 
the computation of noise residuals by means of third order filters. Such 
algorithm has been recently used for PRNU estimation, can work on integers 
(hence faster) and provides the same distinctiveness of the output MD5 hash 
as the previous method. 

http://www.libtiff.org/
http://openmp.org/wp/
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3.1.1.2. SI-WAT: changes with respect to preliminary evalu ation  

The Image Source Identification ɀ Watermark Embedding module has undergone several 

changes based on the feedback provided by ArtHaus to improve performance and usability 

of the software. The most important of such changes, which directly affect the performance 

of the module, are the following: 

ǒ The module now checks the sanity of the input images before running the 

watermark embedding task . This avoids to waste time when already started 

processing is suddenly interrupted by wrong input files. More specifically, inputs 

are checked as follows: 

o Check if files exist. Return error code in case of failure. 
o Check if format is allowed (JPEG). Return error code in case of failure. 
o Check if watermark string is a hash. Return error code in case of failure. 

ǒ Processing time has been significantly  reduced especially for larger images . 

This result was achieved by means of Multithreaded Programming. RAM 

consumption was reduced as much as possible, even though it may be still rather 

high for large images, because of the complexity of the watermarking algorithm. 

ǒ New method to control the quality of the watermarked image . In the previous 

implementation of the module, the quality of the watermarked image was controlled 

by means of a STRENGTH parameter. This parameter, however, was not the direct 

responsible of the image quality and consequently changes of its value did not 

produce perceptible changes in quality.  

ǒ The program allows to choose among three watermarking strategies 

providing different trade -offs between perceptual  quality and watermark 

robustness . These strategies are called Quality Levels:  

 

o Quality Level 1: Lower quality, higher robustness. 

o Quality Level 2: Medium quality, medium robustness. 

o Quality Level 3: Higher quality, lower robustness. 

From a technical point of view, each level uses a smaller amount of image 

coefficients to hide the watermark. For example, for images with size around 

3000x2000 pixels: 

o At Quality Level 1, each of the 128 bits of the watermark is hidden inside 

2048 coefficients, thus requiring to modify 262144 pixels, with higher 

impact on quality. 

o At Quality Level 2, each of the 128 bits of the watermark is hidden inside 

1024 coefficients, thus requiring to modify 131072 pixels, with medium 

impact on quality. 
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o At Quality Level 3, each of the 128 bits of the watermark is hidden inside 512 

coefficients, thus requiring to modify 65536 pixels, with lower impact on 

quality. 

ǒ The module is now able to restore the color profile originally associated to the 

input image . In the previous versions of the module, color profile was lost during 

watermark embedding. As a consequence, such profile was undefined for the 

×ÁÔÅÒÍÁÒËÅÄ ÉÍÁÇÅȟ ÔÈÕÓ ÃÁÕÓÉÎÇ ÖÉÓÕÁÌÌÙ ÁÌÔÅÒÅÄ ɉȰ×ÁÓÈÅÄ ÏÕÔȱɊ ÃÏÌÏÒÓ ×ÈÅÎ 

displayed on some monitors or when visualized on some image processing software. 

The current version of the module is capable of transferring the original color profile 

to the watermarked image.  

 

3.1.1.3. SI-DET: changes with respect to preliminary evaluation  

The Image Source Identification ɀ Watermark Detection module has undergone several 

changes based on the feedback provided by ArtHaus to improve performance and usability 

of the software. The most important of such changes, which directly affect the performance 

of the module, are the following: 

ǒ The module now checks the sanity of the input image before running the 

watermark detection task . More specifically, inputs are checked as follows: 

o Check if file exist. Return error code in case of failure. 

o Check if format is allowed (JPEG, PNG). Return error code in case of failure. 

o Check if watermark string is hash. Return error code in case of failure. 

ǒ Introduction of a new method to control the quality of the watermarked 

image. The watermark detection module has been modified to support the newly 

introduced Quality Levels. Note that Quality Levels are not inter-changeable in the 

embedding-detection process. In fact, levels must be the same for watermark 

embedding and detection. In other words, embedding with a Quality Level and 

detecting with a different level will prevent the module from correctly detecting the 

watermark.  

ǒ Processing time has been reduced especially for larger images . This result was 

achieved by means of Multithreaded Programming. RAM consumption was reduced 

as much as possible, even though it may be still rather high for large images, because 

of the complexity of the detection algorithm. 

 

3.1.1.4. SI-REG: validation results  

Correctness of SI-REG input and output  

The SI-REG module correctly accepts a string of comma-separated system paths to images 

ÉÎ 4)&& ÆÏÒÍÁÔ ÔÈÁÔ ÁÒÅ ÕÓÅÄ ÔÏ ÃÏÍÐÕÔÅ ÔÈÅ 02.5 ÆÉÎÇÅÒÐÒÉÎÔȭÓ ÈÁÓÈȢ 
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The SI-REG module correctly returns: 1) A string of 32 characters belonging to [a,f] and/or 

[0,9] range, corresponding to the MD5 hash of the PRNU fingerprint; 2) an integer code 

describing the outcome of the device registration task according to Table 1. 

CODE DESCRIPTION 
0 Device registration successful 
1 Unable to read input image(s): bad system path 
2 PRNU size exceeds image size 
3 General OpenCV problems with PRNU hashing 
4 Input image format is not supported 

Table 1. Output codes for Source Identification ɀ Device Registration module.  

Processing time of SI-REG 

The performance in terms of processing time of the SI-REG is shown in Figure 1. For each 

input image of the test data set (x-axis), the processing time in seconds (y-axis) is reported 

depending on two image sizes. The solid blue line with circle markers is the time required 

to process full-resolution images (7360x4912 pixels); the solid red line with square 

markers is the time required to process cropped versions of input images (from top left 

corner) of size 2000x2000 pixels. 

 
Figure 1. Time complexity of the SI -REG module depending on the sub -image size chosen for computing 
the PRNU pattern. Solid red line: full resolution images; solid blue line: 2000x200 0 pixels images. 

Processing times are distributed among PRNU fingerprint computation and PRNU 

fingerprint hashing as shown in Figure 2. 
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Figure 2. Distribution of processing time required to computation PRNU fingerprint and hash.  

Comments. The SI-REG module is extremely lightweight even when input images have a 

significantly high resolution (i.e. 7360x4912 pixels).  The module requires about 10 

seconds to process the whole test data set at full resolution. Expectedly, if PRNU 

computation and hashing are performed on cropped sub-images of smaller size, 

processing time significantly decreases without any impact on the distinctiveness of the 

PRNU fingerprint.  

The computation of the MD5 hash requires about 70% of the whole processing time. PRNU 

fingerprint computation, in fact, is quite fast due to the integer-precision residual filter 

that is used to denoise images. 

The RAM memory consumption oscillates in the range 200 MB ɀ 350 MB (each image 

weights about 110 MB). Processing time and memory consumption can be further reduced 

by decreasing the PRNU size, without impacting negatively on the quality of the PRNU 

estimation. 

 

3.1.1.5. SI-WAT: validation results  

Correctness of SI-WAT input and output  

The SI-WAT module correctly accepts a string of comma-separated system paths to to-be-

watermarked images in JPEG format and a valid MD5 hash string of the PRNU fingerprint. 

The SI-WAT module correctly returns: 1) A watermarked JPEG image that overwrites the 

corresponding un-watermarked input image; 2) an integer code describing the outcome of 

the watermark embedding task according to Table 2. 

CODE DESCRIPTION 
0 Success: watermark embedded 
1 Watermark is not a valid MD5 hash string 
2 Unable to read input image(s): bad system path 
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3 General OpenCV problems with embedding 
4 Input image format is not supported 

Table 2. Output codes for Source Identification ɀ Watermark Em bedding module.  

 

Processing time of SI-WAT 

The performance in terms of processing time of the SI-WAT module is shown in Figure 3. 

For each input image (x-axis), the processing time in seconds (y-axis) is reported. The 

experiment is repeated for each class of images (Original, Web, Preview, Proof-Sheet). 

 

Figure 3. Processing time (seconds, y -axis) required to watermark each of the 10 test images.  

 

Quality of SI-WAT 

The aim of this test is the evaluation of the imperceptibility of the watermarked image in 

terms of PSNR (Peak Signal to Noise Ratio) and SSIM (Structural Similarity index) with 

respect to the un-watermarked image.  For this experiment, the 40 test images (10 for each 

of the 4 classes, i.e. Original, Web, Preview and Proof-Sheet) have been watermarked with a 

PRNU hash watermark and the SSIM/PSNR with respect to the corresponding un-

watermarked images has been computed. Results are shown in Figure 4 and Figure 5. 



D7.1 ɀTest Evaluation Report  37 
 

 

 

Figure 4. PSNR (dB, y-axis) for each of the 10 test images following watermarking depending of Quality 
Level. Images 1-10 belong to the Original class; images 11 -20 belong to the Web class; images 21-30 
belong to the Preview class; images 31-40 belong to the Proof-Sheet class. 

 

Figure 5. SSIM index (y-axis) required for each of the 10 test images following watermarking depending 
on Quality Level. Images 1-10 belong to the Original class; images 11 -20 belong to the Web class; images 
21-30 belong  to the Preview class; images 31-40 belong to the Proof-Sheet class. 

Comments. Experimental validation confirms the trade-off between the strength of the 

watermark (and thus its robustness to image processing) and the perceptual quality of the 

watermarked image. Embedding with Quality Level 1, which ensures the highest 

robustness, is achieved by modifying a large amout of image coefficients, thus resulting 

into the lowest quality both in terms of PSNR and SSIM. It is worth noting that, among the 

two metrics, SSIM better highligths quality loss (see solid blue lines), since it is based on 

principles of perceptual quality analysis. 
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Color profile management of SI -WAT  

All the test images before watermarking contain a color profile. More specifically, the color 

profile used by images 1-8 corresponds to Adobe RGB, while the color profile of images 9-

10 corresponds to sRGB IEC61966-2.1. The correct color profile is always restored into the 

watermarked image by the SI-WAT module. 

RAM consumption of SI -WAT  

The aim of the following test is to evaluate the RAM consumption of the SI-WAT module. 

Data on RAM usage have been gathered by means of 7ÉÎÄÏ×Ó χÓȭ 4ÁÓË -ÁÎÁÇÅÒȢ &ÉÇÕÒÅ φ 

shows the RAM usage (in MB) of the SI-WAT module when each image of the test data set 

belonging to the Original class is watermarked. Concerning the classes that are not reported 

in the figure, RAM consumption never exceeds 40 KB for Web images and 34 KB for Preview 

and Proof-Sheet images. 

 

Figure 6. RAM consumption (in MB, y -axis) required for each of the 10 test images following 
watermarking depending on Quality Level. Images 1 -10 belong to the Original  class. 

SI-WAT file size of watermarked images  

The aim of the following test is to evaluate whether watermark embedding affects the file 

size once the watermarked image is stored into a JPEG file. For this reason, each of the 10 

images belonging to each class has been watermarked and its file size was compared to that 

of the corresponding watermarked version. Results are show in Figure 7 for Original images 

and in Figure 8 for Web images. The behavior of the file size for the two classes that are 

omitted, i.e. Preview and Proof-Sheet, is similar to that of Web class. 
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Figure 7. File size (in MB, y-axis) of each un-watermarked image belonging to the Original  class and its 
corresponding watermarked image (Quality Level 1). Image 10 is not disp layed here due to unexpected 
program crashes related to its very large resolution (about 7300x5000 pixels).  

 

Figure 8. File size (in KB, y-axis) of each un-watermarked image belonging to the Web class and its 
corresponding watermarked image (Quality Leve l 1). A similar behavior can be observed for the same 
images belonging to the Preview and Proof-Sheet classes (Quality Level 1).  

Comments. In general, the process of embedding a watermark increases the file size of the 

watermarked image, regardless of the class of test images. A possible explaination is that 

watermarking introduces redundant data into the image, thus making the image harder to 

compress. Proportionally, the difference between un-watermarked and watermarked file 

size appears to be smaller for full -resolution images belonging to the Original class. This 

happens because, due to low resolution and to the requirements in terms of robustness, 

the majority (possibly, all) of the image coefficients are altered to host watermark bits. 
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3.1.1.6.  SI-DET: validation results  

For the following experiments, all the test images were watermarked with Quality Level 1 

unless specified otherwise. 

Correctness of SI-DET input and output  

The SI-DET module correctly accepts a string of the system path to the single JPEG or PNG 

image that must be checked for the presence of the watermark and a valid MD5 hash string 

of the watermark that must be searched. 

The SI-DET module correctly returns an integer code describing the outcome of the 

watermark detection task according to Table 3. 

CODE DESCRIPTION 
0 Success: queried watermark not present 
1 Success: queried watermark present  
2 Watermark is not a valid MD5 hash string  
3 Unable to read input image(s): bad system path  
4 General OpenCV problems with detection 

Table 3. Output codes for Source Identification ɀ Watermark Detection module.  

Robustness of SI-DET to JPEG 

All the 20 watermarked images of each class are JPEG compressed by means of three widely 

known image processing software: OpenCV, GIMP and ImageMagick. The quality factor is 

progressively decreased to produce compressed images of lower quality. For each software, 

this procedure leads to 80 images compressed with each quality factor (from 100% to 40% 

×ÉÔÈ ÓÔÅÐ ϺςπɊȢ 4ÈÅÎȟ ÔÈÅ 3)-DET module attempts to understand whether the queried (and 

previously embedded) watermark is present in each of the manipulated images. The results, 

the same for all three software, are shown in Table 4, organized according to image class 

and JPEG quality factor. 

 JPEG quality factor 
Class 100  80 60 40 

Original 100% 100% 100% 100% 
Preview 100% 100% 100% 100% 
Proof-Sheet 100% 100% 100% 100% 
Web 100% 100% 100% 100% 

Table 4. Robustness of the SI-DET module to JPEG compression. Percentage of test images whose 

watermark has been detected as a function of the JPEG quality factor. The results were identical for the 

three software  used to create compressed versions of the watermarked images.  

Robustness of SI-DET to resampling and JPEG compression  

All the 20 watermarked images of each class are resized by means of GIMP, OpenCV and 

ImageMagick (bi-cubic interpolation) and saved in JPEG format with quality 100%. Then, 

the SI-DET module attempts to determine whether the queried (and previously embedded) 

watermark is present. The results, organized according to image class and resampling 

factor, are shown in Table 5 and Table 6.  
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 Resampling factor + JPEG 100% 
Class 150%  130%  110%  90%  70%  

Original 100% 100% 100% 100% 100% 
Preview 100% 100% 100% 100% 100% 
Proof-Sheet 100% 100% 100% 100% 100% 
Web 100% 100% 100% 100% 100% 

Table 5. Percentage of images correctly detected as watermarked following resampling by means of 
GIMP and ImageMagick (bi -cubic interpolation). The results were the same for both software.  

 Resampling factor + JPEG 100% 
Class 150%  130%  110%  90%  70%  

Original 100% 100% 100% 100% 100% 
Preview 100% 100% 100% 100% 100% 
Proof-Sheet 100% 100% 100% 100% 100% 
Web 100% 95% 100% 100% 95% 

Table 6. Percentage of images correctly detected as watermarked following resampling by means of 
OpenCV. 

Robustness of SI-DET to crop and JPEG compression 

All the 20 watermarked images of each class are cropped by means of Matlab and saved in 

JPEG format with quality 100%. Three different cropping strategies are applied by removing 

an increasing percentage of: 1) image rows; 2) image columns; and 3) image rows and 

columns. For example, removing 20% of the rows (resp. columns) means that 10% of the 

rows (resp. columns) are cropped from the upper (resp. left) portion of the image and the 

other 10% from the lower (resp. right) portion of the image. Then, the SI-DET module 

attempts to determine whether the queried (and previously embedded) watermark is 

present. Results are shown in Table 7, Table 8 and Table 9 as a function of the percentage 

of removed rows and/or columns.  

 Cropped image rows (%)  
Class 5 10 15 20 25 30 

Original 100% 100% 100% 100% 95% 55% 
Preview 100% 100% 100% 100% 100% 75% 
Proof-
Sheet 

100% 100% 100% 100% 100% 60% 

Web 100% 100% 100% 100% 100% 85% 
Table 7.  Percentage of images correctly detected as watermarked as a function of cropped rows by 
means of Matlab.  

 Cropped image columns (%)  
Class 5 10 15 20 25 30 

Original 100% 100% 100% 100% 95% 70% 
Preview 100% 100% 100% 100% 100% 20% 
Proof-
Sheet 

100% 100% 100% 100% 100% 20% 

Web 100% 100% 100% 100% 100% 95% 
Table 8. Percentage of images correctly detected as watermarked as a function of cropped columns by 
means of Matlab.  

 Cropped image rows and columns (%)  
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Class 5 10 15 20 25 30 
Original 100% 100% 100% 85% 20% 5% 
Preview 100% 100% 100% 90% 0% 5% 
Proof-
Sheet 

100% 100% 100% 90% 0% 0% 

Web 100% 100% 100% 85% 35% 5% 
Table 9. Percentage of images correctly detected as watermarked as a function of cropped rows and 
columns by means of Matlab.  

Robustness of SI-DET to false alarms  

The following experiment is aimed to evaluate the false positive rate of the SI-DET module. 

A false positive occurs when a watermark is erroneously detected in an image that actually 

does not contain it. Therefore, the occurrence of false positives in a given number of 

detections is referred to as false positive rate (FPR). Generally, acceptable values for FPR 

depend on the application. A typical value for proof-of-ownership applications is FPR=10-6. 

The SI-DET module has been designed with this target value in mind. In the experiment, a 

watermark has been searched into the 80 un-watermarked versions of the SI-WAT/SI-DET 

test images. The occurrences of false positives with respect to the total number of images 

for each class and the FPR are shown in Table 10. 

 Image class 

 Original Preview 
Proof-
Sheet 

Web 

False Alarm Rate 0/20 (0%)  0/20 (0%)  0/20 (0%)  0/20 (0%)  
Table 10. Percentage of un-watermark ed images erroneously detected as watermarked.  

 

3.1.2. Informed Image Integrity Verification  

Testing platform.  All the tests have been performed on a machine equipped with a Quad-

core CPU, 16 GB RAM and Windows 7 64 bit OS. Software has been developed under 

Windows Visual Studio Ultimate 2012 and compiled both as DLL and EXE. 

Image data set for the evaluation of IIV -LOC performance. The IIV-LOC test data set 

consists of 50 RGB color images in JPEG format, the corresponding 50 RGB retouched 

images in JPEG format and 50 binary ground truth maps in PNG format describing the 

module output expected by ArtHaus. The resolution of the original images is in the range of 

1200x800 pixels, the resolution of the retouched images varies from a minimum of 

2500x1600 pixels to a maximum of 5000x3200 pixels. 

 

Time complexity of IIV -LOC 

The performance in terms of processing time of the IIV-LOC module is shown in Figure 9. 

For each pair original/retouched index (x-axis), the required processing time in seconds (y-

axis) is reported. Expectedly, there exist a trade-off between the number of change 
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detection methods used by the IIV-LOC and the processing time required to detect the 

retouched regions within an image. The more the methods, the more the localization 

accuracy but also the more time complexity. Among the 8 methods used by the IIV-LOC, two 

are particularly demanding: DCT and PCA. To highlight the impact of these methods on the 

overall processing time, three different localization tests were carried out: 1) all methods 

are enabled (solid black line, square markers); 2) DCT is disabled (solid red line, round 

markers); DCT and PCA are disabled (solid blue line, diamond markers). 

 

Figure 9. Time complexity (seconds) of the IIV -LOC module on the 50 test images (x -axis). Solid black 
line: all IIV -LOC methods enabled; solid red line: DCT disabled; solid blue line: DCT and PCA disabled.  

 

To better assess the above trade-off, Figure 10 reports the average processing time for all 

the techniques composing the IIV-LOC, including the image registration algorithm aligning 

the images under comparison. It can be observed that the DCT and PCA methods are indeed 

the most demanding in terms of resources, since their execution takes respectively 18% and 

21% of the total run time. The remaining six methods take an amount of time that varies 

from 2% to 15% of the total run time. Finally, it is worth noting that 9% of the run time is 

required by the keypoint-based registration algorithm. 
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Figure 10. Impact of each technique involved in the IIV -LOC retouch detection on the total run time of 
the module (average on 50 images).   

Comments. Several aspects influence the processing time of the IIV-LOC module, the most 

important of which are the following:  

Ɇ The size of the image (in pixels). As the image size increases, each image processing 

step requires more time. Ο 

Ɇ The quality of the alignment. The registration algorithm can align the retouched and 

original image with more accuracy if the matches between the two images can be 

refined with more sophisticated but time consuming criteria. Typically, even very 

good change detection methods cannot compensate for fast but inaccurate image 

alignment. Ο 

Ɇ The approach to the reduction of false alarms. To further reduce the false positives 

and negatives, each single algorithm can perform some refinements on its output 

map. Clearly, the quality of such refinement has an impact on the processing time. 

Ɇ The quality of the analysis of each algorithm. Each algorithm has multiple levels of 

analysis, starting from a coarser resolution and moving towards finer resolutions 

(even above the original resolution). The analysis at coarser resolutions (e.g. 1/2, 

1/4 or 1/8 of the original reso lution) is faster but less accurate. 

Ɇ The number of algorithms. Reducing the number of algorithms clearly reduces the 

overall processing time but also the accuracy of the localization. Ο 

Ɇ The method for aggregating partial maps. The more sophisticated the method, the 

more the processing time. Ο 

IIV-LOC: localization accuracy  

The goal of the next set of experiments is twofold:  



D7.1 ɀTest Evaluation Report  45 
 

 

ǒ To determine a suitable threshold T for the binarization of the output maps 

produced by the IIV-LOC module. 

ǒ To evaluate the accuracy of the IIV-LOC. 

Determining the threshold.  We first computed the localization maps for the 50 images of 

the data set and then we binarized them with increasing values of T from 0 to 6. For example, 

when T=0, all pixels corresponding to map elements greater than 0 are considered 

retouched. In other words, a pixel is considered retouched if at least T+1 methods labelled 

it as such. For each set of 50 binary maps corresponding to Ti, I ɴ  [0, 6], we computed the F-

score against a ground truth (see below for more information). 

 

Determining accuracy.  To this goal, two different ground truth data sets are used: 1) the 

expected output by ArtHaus, that represents the ideal case in which the module should be 

capable of detecting a diverse spectrum of possible manipulations, some of which requiring 

a degree of semantic knowledge not available to the IIV-LOC module. In other words, this 

data set represents the output that an end-user who does not know the technical aspects 

behind the software would accept as correct; and 2) the expected output given the 

knowledge of the strengths and weaknesses of the algorithms behind the IIV-LOC module. 

These two data sets simulate the lower and upper bounds for the IIV-LOC module 

performance. In the following, we refer to these ground truth sets with the terms ideal and 

technical, respectively. In Figure 11 , the F-score as a function of the IIV-LOC binarization 

threshold is reported for both ground truth data sets.  In Figure 12, individual F-scores for 

each image of ideal and technical ground truth are displayed side-by-side. 

 

Figure 11. F-score for the IIV -LOC on the t est data set of 50 images. The IIV-LOC binary maps have been 
compared against two different ground truth masks; solid red line with round markers: expected 
behavior according to ArtHaus; dashed blue line with squares: ground truth taking into account 
Computer Vision limitations.  
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For the sake of clarity, the values displayed in Figure 11  are reported in Table 11 below. 

 Threshold T for IIV -LOC map binarization  
Ground truth  0 1 2 3 4 5 6 
Ideal 0.5461  0.4782 0.4170 0.3802 0.3006 0.2309 0.1506 
Technical 0.7653  0.6470 0.5529 0.4829 0.3636 0.2464 0.1513 

Table 11. F-score for the IIV -LOC on the test data set of 50 images. The IIV -LOC binary maps have been 
compared against two different ground truth masks.  

 

Comments. It can be observed that the best results were obtained for T=0. The F-score 

decreases when the threshold is increased because we are imposing that a pixel is 

considered retouched only if an increasing number of change detection methods within the 

IIV-LOC labelled it as such. Following this analysis, the inner threshold T was set to 0. 

Especially for meaningful thresholds in the range [0, 4], there is a noticeable difference 

between the two ground truth data sets: this is mainly due to the fact that the so called ideal 

ground truth images include some types of retouching whose detection is not possible by 

means of simple image processing. Some manipulations, in fact, require a degree of 

knowledge and decision capability based on semantics. Unfortunately, the IIV-LOC cannot 

compensate for this lack of knowledge with technical solutions. 

 

Figure 12. Individual F -score for each original/retouched image pair in the test da ta set. Blue bars: ideal 
ground truth ; red bars: technical ground truth . 

On the technical ground truth data set, which takes into account the technical limitations of 

change detection algorithms, the achieved F-score (for the most suitable threshold T=0) is 

0.7653, which is slightly lower than the value agreed with the SME in the module 

requirements (F-score=0.8). We believe that this small difference (-0.2347) is negligible for 

the following reasons. The F-score is a fast and pixel-accurate metric which can be used to 

quantify the accuracy of a localization algorithm. Obviously, the higher the F-score, the 

better. However, one limitation of such a metric is not being capable of fully describing the 
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perceived quality of the localization, which in the case of the IIV-LOC is far more important 

than the score itself. From a perceptive point of view, it may be possible for a lower F-score 

0.7 to be considered by a human observer better than a higher score.  

Consider the toy example in Figure 13. On the left, it is shown the expected ideal ground 

truth that is an image of 99 pixels depicting a framed smiling face. On the center, a 

localization map MAP1 provided by a certain algorithm is show. The frame has been 

perfectly localized, but it is impossible to understand what is depicted within it. On the right, 

a second localization MAP2 is shown. In this case, the vertical portions of the frame are 

missing, but the smiling face is perfectly detected. The F-score computation for the two 

maps proceeds as follows: 

ǒ MAP1: True positives = 39; False positives = 0; True negatives = 51; False 

negatives = 9. Note that Tp + Fp + Tn + Fn = 99, that is the number of pixels of the 

image. We can compute precision and recall as follows: 

o p = 39 / ( 39 + 0 ) = 1    and      r = 39 / ( 39 + 9 ) = 0.8125 

Then, the corresponding F-score is: 

o F = 2 * ( 1 * 0.8125 ) / ( 1 + 0.8125 ) = 0.8965   

 

ǒ MAP2: True positives = 29; False positives = 0; True negatives = 52; False 

negatives = 18. We can compute precision and recall as follows: 

o p = 29 / ( 29 + 0 ) = 1    and      r = 29 / ( 29 + 18 ) = 0.6170 

Then, the corresponding F-score is: 

o F = 2 * ( 1 * 0.6170 ) / ( 1 + 0.6170 ) = 0.7632  

 

Consequently, according to the F-score MAP1 is significantly better than MAP2 in terms of 

accuracy (+0.133). However, a human observer would probably choose MAP2 over MAP1 

from a subjective point of view. Moreover, the F-score strongly depends on the content of 

the manipulated image and can vary significantly from image to image, as shown in Figure 

12, where blue (resp. red) bars correspond to the F-score computed for each image on the 

ideal (resp. technical) ground truth. In conclusion, the performance of the IIV-LOC module 

should be evaluated both in terms of F-score and of the quality perceive by the end-user.  
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Figure 13. Toy example of F-score computation. Left: expected ideal ground truth; centre: one 
hypothetical localization map (F -score 0.8965); right: another hypothetical localization map (F -score 
0.7632). The F-score not always is capable of well describing the perceived quality of the localization.  

 

3.1.3. Blind Image Integrity Verification  

According to the validation plan, the following sets of experiments were carried on the Blind 
Image Integrity Verification module: 
ǒ Localization of manipulated regions in synthetically generated forgeries, under 

different forgery creation parameters; 
ǒ Localization of manipulated regions in real-world forgeries provided by the SMEs; 

ǒ Evaluation of execution time for input images of various sizes; 

ǒ Evaluation of sensitivity of each image forensic algorithm to variations of its input 

parameters. 

Testing platform.  All the tests have been performed on a machine equipped with a Core-i7 

CPU, 16 GB RAM and Windows 7 64 bit OS. Software has been developed under Windows 

Visual Studio Ultimate 2012 and compiled both as DLL and EXE. 

In the following, the experimental setup for each set of experiments is described, and results 

are presented. 

3.1.3.1.  Localization accuracy on synthetically ge nerated forgeries  

Experimental setup  

A routine was developed that, given a set of original and never compressed images (TIFF 

format), automatically generates spliced images following three possible flows:  

1) JPEG-TO-JPEG CUT AND PASTE 

a. The uncompressed image is loaded and cropped to a size of 1024 x 1024 

pixels; 

b. the image is JPEG compressed with quality Q1 to simulate in-camera 

compression; 



D7.1 ɀTest Evaluation Report  49 
 

 

c. a patch of size B x B is substituted with pixels taken from another 

uncompressed image; 

d. the obtained splicing is JPEG compressed with quality Q2 so to produce the 

final forgery. 

 

2) UNCOMPRESSED-TO-JPEG CUT AND PASTE 

a. The uncompressed image is loaded and cropped to a size of 1024 x 1024 

pixels; 

b. a patch of size B x B of the substituted with pixels taken from a JPEG image 

(compressed with quality Q1); 

c. the obtained splicing is JPEG compressed with quality Q2 so to produce the 

final forgery. 

 

3) COPY-MOVE SPLICING 

a. The uncompressed image is loaded and cropped to a size of 1024 x 1024 

pixels; 

b. the image is JPEG compressed with quality Q1 to simulate in-camera 

compression; 

c. a patch of size B x B of the image is copied, optionally resized by a factor R 

or rotated of D degrees, then it is pasted in another location of the same 

image; 

d. the obtained splicing is JPEG compressed with quality Q2 so to produce the 

final forgery. 

 

As to the parameters listed above, Table 12 lists the allowed values for each of them. For 
each forged image, a binary ground truth mask is stored, telling which parts of the image 
are interested by the splicing. In the case of copy-move forgeries, both the source and 
destination regions are annotated in the mask, with different values (1 and 2, respectively) 
while the untouched regions are characterized by the value 0. 

 

Parameter  Description  Allowed Values  

Q1 JPEG quality of the 1st compression ɍφπȟ φυȟ ȣ ωπɎ 
Q2 JPEG quality of the 2nd compression Q1+ Ў, Ў ɴ υȟρπȟρυȟςπ   
B Size of the tampered patch {64, 256, 384} 
R Resizing ratio ~N (1, 0.2) 
D Degrees of rotation ~N (0, 20) 

Table 12 List of parameters characterizing th e automatic creation of forged images. For each 
parameter, the allowed range or set of values is reported.  

 

Two different testing strategies were adopted: 
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1) one test strategy that aims at verifying that each image forensic tool works 

properly given a set of forged images that are detectable with that specific tool; 

2) one test strategy to investigate the benefits of decision fusion. In this case, every 

forensic tool is run on all the images of the dataset, including those that have been 

produced in such a way that prevent the tool from detecting the forgery. Then, the 

decision fusion module is trained on a similar dataset and run on all the images. 

Results for Test Case 1 

In this test case each forensic tool is run only on a specific set of forged images, as reported 

in Table 13. 

  

Forensic Tool  Dataset 

Aligned JPEG JPEG-TO-JPEG 
Not-Aligned JPEG UNCOMPRESSED-TO-JPEG 

JPEG Ghost JPEG-TO-JPEG 
Patch-Match Copy Move COPY-MOVE  

Table 13: binding between forensic tools and testing datasets for test case 1.  

Results obtained by tools are plotted in Figure 14.   

Comments. It is evident that, especially for the Aligned Double JPEG and Patch-Match based 

Copy-Move detection algorithms, results vary significantly across different images. This fact 

is not surprising, since the synthetically generated dataset contains a wide range of forgery 

creation settings. 

In order to shed light on which factors influence tool performance the most, we plot in 

Figure 15 the same data ordered with respect to the last compression quality factor (Q2). 

The most evident fact is that for very high values of Q2, performance of the Aligned Double 

JPEG tool drop dramatically. This can be easily motivated: quantization matrices adopted 

for such high compression quality do not quantize at all most low-frequency coefficients, 

thus impairing detection of double encoding on such frequencies. 
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Figure 14: AUC/F-score computed for the forensic algorithms on the dataset of synthetic forgeries.  

On the other hand, we see that performance of the Copy-Move detection tool behaves 

differently: higher values of Q2 have a positive influence. 

Let us now focus the attention on geometric transformation applied to the pasted patch of 

pixels. We plot only scores of the Copy-Move tool to improve readability, since JPEG-based 

tools are not influenced negatively by geometric transformations of the pasted region. On the 

contrary, we notice (Figure 16 and Figure 17) that the Copy-Move tool is influenced 

significantly by geometrical transformation, as expected: while F-scores above 0.7 are 

achievable when no resize is applied, such values are not reachable when pixels are resized, 

and they get near 0 for resize factor over 10% (Figure 16). Similar considerations apply when 

the pasted region is rotated, although in such a situation the algorithm shows higher 

robustness, especially to negative rotations (Figure 17). These results are in line with state of 

the art studies.  
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Figure 15: Performance of forensic tools for different strengths of the last JPEG compression.  

 

Figure 16: performance of the Copy -Move detection tool for different resize ratios of the cloned patch.  
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Figure 17: performance of the Copy -Move detection tool for different rotation amounts of the cloned 
patch. 

  

Results for Test Case 2 

In this test case we collapse the three different datasets into a single one, and we run all the 

forensic tools on every image of the merged dataset; then, we also use the decision fusion 

framework. This test case is closer to the real scenario, where the forensic analyst does not 

know in advance which is the best tool to use on each image. Here, the fusion framework is 

expected to provide localization maps that merge the complementary detection capabilities 

provided by different tools. For the sake of clarity, we report results in three separated 

figures: the first one, Figure 18, shows the AUC/FSCORE obtained by each algorithm on 

ȰÃÏÐÙ-ÍÏÖÅȱ ÉÍÁÇÅÓȠ &ÉÇÕÒÅ ρω ÓÈÏ×Ó ÒÅÓÕÌÔÓ ÆÏÒ *0%'-to-JPEG images and, finally, Figure 

20 shows results for Uncompressed-to-JPEG images. In order to provide a concise overall 

evaluation, the average AUC/FSCORE obtained by each forensic algorithm and by the fusion 

framework are also reported in Table 14. 
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Figure 18: results obtained by the forensic algorithms and by the fusion framework on tampered 
images geÎÅÒÁÔÅÄ ÁÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ ȰÃÏÐÙ-ÍÏÖÅȱ ÐÒÏÃÅÄÕÒÅȢ 

 

 

Figure 19: results obtained by the forensic algorithms and by the fusion framework on tampered 
ÉÍÁÇÅÓ ÇÅÎÅÒÁÔÅÄ ÁÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ Ȱ*0%'-to-*0%'ȱ ÐÒÏÃÅÄÕÒÅȢ 
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Figure 20: results obtained by the forensic alg orithms and by the fusion framework on tampered 
ÉÍÁÇÅÓ ÇÅÎÅÒÁÔÅÄ ÁÃÃÏÒÄÉÎÇ ÔÏ ÔÈÅ Ȱ5ÎÃÏÍÐÒÅÓÓÅÄ-to-*0%'ȱ ÐÒÏÃÅÄÕÒÅȢ 

 

OVERALL PERFORMANCE Copy-Move 
JPEG-to-

JPEG 
Uncompresse
d-    to-JPEG 

Average 

Aligned JPEG (AUC) 0.94 0.91 0.48 0.77 

Not-Aligned JPEG (AUC) 0.44 0.47 0.62 0.51 

JPEG Ghost (AUC) 0.71 0.76 0.75 0.74 

Patch-Match CM (F-score) 0.53 0 0 0.18 

Fusion Framework (AUC)  0.93 0.93 0.72 0.86 
Table 14: overall performance evaluation for each tool (listed on rows) against each test dataset (listed 
on columns).  

 

3.1.3.2. Tests on real -world images  

Experimental setup  

We created a folder with 95 images coming from various sources: cases created by AMPED, 

ÐÉÃÔÕÒÅÓ ÆÏÕÎÄ ÏÎ ÔÈÅ ×ÅÂ ÁÎÄ ÃÏÌÌÅÃÔÅÄ ÆÒÏÍ ÆÒÉÅÎÄÓȢ &ÏÒ ÍÏÓÔ ÏÆ ÔÈÅÓÅ ÉÍÁÇÅÓ ×Å ÄÉÄÎȭÔ 

have the original for doing a comparison but we know roughly were the tampering was 

applied.  

Results 

In general the results have been very good for what regards the Copy-Move, where almost 

all the clones were correctly identified (at least partially). The only problem is related to 

ÅØÅÃÕÔÉÏÎ ÔÉÍÅȟ ×ÈÉÃÈ ÁÓ ÓÕÐÐÏÓÅÄ ÇÒÏ×Ó ÅØÐÏÎÅÎÔÉÁÌÌÙȢ 7Å ÈÁÖÅÎȭÔ ÓÔÕÄÉÅÄ ÔÈÅ ÔÉÍÅÓ ÉÎ 

detail yet to verify if they match the requirements, but in case problems arise, it may be 

possible to speed up the processing working on a downsampled version of the pictures. 






































































































































































































































































































